Local predictability and information flow in complex dynamical systems
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A B S T R A C T

Predictability is by observation a local notion in complex dynamical systems. Its spatiotemporal structure implies a flow, or transfer in discrete cases, of information that redistributes the local predictability within the state space of concern. Information flow is a fundamental concept in general physics which has applications in a wide variety of disciplines such as neuroscience, material science, atmosphere–ocean science, and turbulence research, to name but a few. In this study, it is rigorously formulated with respect to relative entropy within the framework of a system with many components, each signifying a location or a structure. Given a component, the mechanism governing the evolution of its predictability can be classified into two groups, one due to the component itself, another due to a transfer of information from its peers. A measure of the transfer is rigorously derived, and an explicit expression obtained. This measure possesses a form reminiscent of that we have obtained before with respect to absolute entropy in [X.S. Liang and R. Kleeman, A rigorous formalism of information transfer between dynamical system components, Physica D 227 (2007) 173–182]; in particular, when the system is of dimensionality 2, there is no difference between the formalisms with respect to absolute entropy and relative entropy, except for a minus sign. Properties have been explored and discussed; particularly discussed is the property of asymmetry or causality, which states that information transfer from one component to another carries no hint about the transfer in the other direction, in contrast to the transfer of other quantities such as energy. This formalism has been applied to the study of the scale–scale interaction and information transfer between the first two modes of the truncated Burger equation. It is found that all 12 transfers are essentially zero or negligible, save for a strong transfer between the sine components from the low-frequency mode to the high-frequency mode. That is to say, the predictability of the high-frequency mode is controlled by the knowledge of the low-frequency mode. This result, though from a highly idealized system, has interesting implications about the dynamical closure problem in turbulence research and atmosphere–ocean science, i.e., the subgrid processes may to some extent be parameterized by the large-scale dynamics. This study can be adopted to investigate the propagation of uncertainties in fluid flows, which has important applications in problems such as atmospheric observing platform design, and may be utilized to identify the route of information flowing within a complex network.
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1. Introduction

In his pioneering work, Lorenz [1] shows that prediction of the state of a nonlinear dynamical system is impossible beyond a certain time limit if the system is intrinsically chaotic. This raises a severe issue in philosophy (e.g., [2]), and since then the problem of predictability has received enormous attention, in both theoretical dynamical systems (e.g., [3,4] and references therein) and applied fields such as atmosphere–ocean science (e.g., [5–20]). The past decades have seen a surge of interest in ensemble forecast (e.g., [21–31]); the fundamental scientific thrust is predictability. Classically predictability is a global concept over the whole system. But in realistic problems, particularly in problems with high dimensional systems, people have observed that it generally varies from place to place. For example, Palmer [32] finds that his numerical weather model has different predictability for different flow regimes; Farrell [8] shows that predictability is structure dependent, and in the linear limit the most unpredictable structure can be identified; Kleeman [10] realizes the predictability difference between the El Niño modes; Tribbia [33] and Kleeman [10,12,25] have studied the predictability evolution in physical space. In other words, predictability is by observation a local concept, varying in physical space and/or phase space as it evolves in time.
The spatiotemporal structure of predictability implies a flow, or transfer in discrete cases, of information that redistributes predictability from one place to another within the dynamical system of concern. This flow or transfer is important in that it determines how predictability in one place is altered due to other places, how uncertainties propagate in the system, and hence helps to identify the source region(s) of unpredictability. An immediate application is in observing platform design. In atmospheric science, for example, it has been argued that observations should target these source locations [25,33], in order for a weather forecast system to increase its forecast skill.

The above problem may be formalized within a framework of dynamical systems with many components, each component standing for a physical location or a structure. This way what we are discussing is essentially about the information transfer between dynamical system components, a concept which has been of interest for decades in communication, neuroscience, and nonlinear time series coherence analysis, to name but a few [34–42]. The available formalisms include the delayed mutual information [41] and the more sophisticated transfer entropy by Schreiber [40]. In relation to this study, these empirical/half-empirical formalisms have been applied to the investigation of the information flow in weather forecasts (e.g., [25]). Recently the notion of information transfer has been put on a rigorous footing by Liang and Kleeman in the context of dynamical systems (see [43–45], which hereafter will be cited as LK05, LK07a, LK07b, respectively.). The resulting measure of the transfer is qualitatively consistent with the classical formalisms but is based on rigorous derivations. Explicit expressions have been obtained for continuous dynamical systems, and for two well-studied mappings, namely the baker transformation and the Hénon map. These results, most of them unique to the Liang–Kleeman formalism, agree well with what one may expect by physical intuition.

The Liang–Kleeman formalism is with respect to Shannon entropy, or absolute entropy as may appear in the literature. The predictability of a dynamical system, however, is measured by relative entropy. Relative entropy is also called Kullback–Leibler divergence; it is a measure of the difference between two probability distributions. Kleeman [10] points out, that in order to measure the utility of a forecast, one should ask how much additional information is added rather than how much information it has. Relative entropy provides a very natural measure of this information addition, if the reference probability is set as the initial distribution. Kleeman [10] also argues in favor of relative entropy because of its appealing properties, such as its invariance on nonlinear transformations and its non-negativity [46]. In the context of a Markov chain, it has been proved that it always decreases monotonically with time, a property usually referred to as the generalized second law of thermodynamics (e.g., [46]; also see [47]). The concept of relative entropy is now a well accepted measure of predictability (e.g., [48,10,49]).

Our problem here is therefore fundamentally how information is transferred with respect to relative entropy. The purpose of this study is to develop a formalism for this information transfer. The development parallels what we have done in LK07b, and the resulting transfer will be referred to as information transfer with respect to relative entropy, or simply information transfer when no confusion arises. In the literature the term “information flow” is also seen (e.g., [25,50,33]) for the same meaning. We recognize that it might be more appropriate to use “transfer” for discrete systems, but it indeed forms a flow when the system components are associated with locations in physical space. We will hence use the two in the text without distinction.

In the following we first present a conceptual framework for this study, then give the concept a formal definition. An explicit formula is derived for the information transfer of concern; the detailed derivations are supplied in Sections 3–5. Properties of the formulation are investigated and discussed (Section 6), and an application presented (Section 7). This study is summarized in Section 8.

2. Mathematical framework

Information flow or information transfer is a fundamental concept in general physics and dynamical system which has a wide variety of applications in natural and social sciences (e.g., [37,25,51,52,33]). However, for decades there have been available in the community only empirical or half-empirical formalisms, e.g., the time-delayed information transfer [41] and the transfer entropy [40] with respect to a Markov chain. These formalisms, albeit different in form, all deal with the time evolution of entropy, as observed in LK07a. This observation motivates Liang and Kleeman to build a unified formalism, which later on they find can be put on a rigorous footing within the framework of a dynamical system (LK05, LK07a,b). In the following, we will follow the same route to build the formalism for this study.

Consider an n-dimensional dynamical system:

\[
\begin{align*}
\frac{d x_1}{d t} &= F_1(t; x_1, x_2, \ldots, x_n), \\
\frac{d x_2}{d t} &= F_2(t; x_1, x_2, \ldots, x_n), \\
& \vdots \\
\frac{d x_n}{d t} &= F_n(t; x_1, x_2, \ldots, x_n).
\end{align*}
\]  

(3)

for state variables \( x = (x_1, x_2, \ldots, x_n) \). We want to understand how the predictability of one component of \( x \) is altered by another, namely, how information is transferred between two components with respect to relative entropy. For simplicity, the above equation set may also appear in the text in a vectorial form,

\[
\frac{d x}{d t} = F(t; x),
\]  

(4)

with the flow \( F = (F_1, F_2, \ldots, F_n) \). Denote by \( X = (x_1, x_2, \ldots, x_n) \) the random variables corresponding to \( (x_1, x_2, \ldots, x_n) \) where \( \Omega \) is the sample space, and let \( \rho = \rho(t; x_1, x_2, \ldots, x_n) \) be the joint probability density of \( X \). Assume \( \Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_n \),

(5)

(\( \Omega \) is the sample spaces of \( X_i, i = 1, 2, \ldots, n \)), and write \( \Omega_{jn} \equiv \Omega_1 \times \Omega_{j+1} \times \cdots \times \Omega_n, j = 1, 2, \ldots, n - 1 \) throughout for notational convenience. Further assume that \( \rho \) vanishes at the boundaries of \( \Omega \), i.e., the extreme events have a measure of zero in the probability space. These assumptions have been justified for real problems in our previous studies (LK05, LK07b). For many problems of interest, \( \Omega = \mathbb{R}^n \). In this case, the assumption of vanishing \( \rho \) at boundaries automatically holds, since \( \rho \) is compactly supported.

In LK05, LK07a,b, a rigorous formalism of information transfer between the components is developed with respect to absolute entropy

\[
H = - \int_{\Omega} \rho \log \rho \, d x.
\]  

(7)

From the Liouville equation (e.g., [53]) associated with (1)–(3) or (4), a remarkable law was obtained in LK05 that governs the time evolution of \( H \),

\[
\frac{d H}{d t} = E(\nabla \cdot F) = \sum_{i=1}^{n} E \left( \frac{\partial F_i}{\partial x_i} \right),
\]  

(8)

where \( E \) stands for the operator of mathematical expectation with respect to density \( \rho \). (Refer to Section 3 where a proof will be given.) Eq. (8) reads that, given a dynamical system, the rate of
change of absolute entropy is simply the expectation of the divergence of the flow with the system, and contributions from different components add up to make the change. In LK05, this fact is used to establish the information transfer formalism. Without loss of generality, consider only the transfer from $X_2$ to $X_1$; if not, the variables may always be reordered to make it so. We hence need the marginal entropy of $X_1$:

$$H_1 = - \int_{\Omega_1} \rho_1 \log \rho_1 \, dx_1,$$

where

$$\rho_1 = \int_{\Omega_2} \rho \, dx_2 \ldots dx_n,$$  \hspace{1cm} (9)

is the marginal density. The time rate of change of $H_1$, namely $\frac{dH_1}{dt}$, has contributions from two different dynamical sources: one with the effect from $X_2$ excluded, another one from $X_2$. The latter is precisely what we are looking for, i.e., the information transfer from $X_2$ to $X_1$ with respect to absolute entropy. The former part needs some clarification. For a system with components $(X_1, X_2, X_3, \ldots, X_n)$, that “the effect of $X_2$ is excluded” means that the corresponding deterministic variable $x_2$ stays fixed, entering the system as a parameter. In the present context, this means a modification of the system (1)–(3) to

$$\frac{dx_1}{dt} = F_1(t; x_1, x_2, x_3, \ldots, x_n),$$

$$\frac{dx_3}{dt} = F_3(t; x_1, x_2, x_3, \ldots, x_n),$$

$$\ldots$$

$$\frac{dx_n}{dt} = F_n(t; x_1, x_2, x_3, \ldots, x_n),$$

where the second equation is excluded, and $x_2$ now appears as a parameter. Write this part as $dH_{12}/dt$, with subscript $2$ signifying that the effect of $X_2$ is excluded, then the transfer is $dH_1/ dt - dH_{12}/dt$. Here $dH_1/ dt$ can be easily derived from the Liouville equation; the key is to find $dH_{12}/ dt$. For a 2D system, i.e., when $n = 2$, $dH_{12}/ dt$ is identical to the time rate of change of the absolute entropy of $X_1$ as $X_1$ evolves on its own. Based on the observation about (8), we then have, for $n = 2$,

$$\frac{dH_{12}}{dt} = E \left( \frac{\partial F_1}{\partial x_1} \right).$$

Eq. (11) was originally obtained in LK05 through an intuitive argument, and was later on proved in LK07b. Accordingly the information transfer with respect to absolute entropy is obtained by subtracting $dH_{12}/ dt$ from $dH_1/ dt$. This formalism is rigorous in nature, and has been validated with benchmark dynamical system problems like the baker transformation and Hénon map.

We here need to develop another formalism of information flow, following the same route of development as above, but with respect to relative entropy

$$D = D(\rho \parallel q) = \int_{\Omega} \rho \log \frac{\rho}{q} \, dx = -H - \int_{\Omega} \rho \log q \, dx.$$  \hspace{1cm} (12)

In the definition, $q$ is a density at some fixed time. Usually it is the initial density or density in the equilibrium state; here let it be the initial density to avoid any confusion that may arise. With respect to $D$, we are concerned with the information transfer between two components. Again without loss of generality, consider only the transfer from $X_2$ to $X_1$. We hence need the marginal relative entropy of $X_1$:

$$D_1 = \int_{\Omega_1} \rho_1 \log \frac{\rho_1}{q_1} \, dx_1 = -H_1 - \int_{\Omega_1} \rho_1 \log q_1 \, dx_1,$$

where

$$q_1 = \int_{\Omega_2} q \, dx_2 \ldots dx_n.$$  \hspace{1cm} (13)

Following the above argument, the mechanisms governing the time evolution of $D_1$ can be classified exclusively into two groups: one from a modified system with the effect of $X_2$ excluded, another from the component $X_2$. This latter mechanism is what we are seeking for, namely, the information transfer from $X_2$ to $X_1$. Correspondingly $\frac{dD_1}{dt}$, the time rate of change of $D_1$, can be decomposed as the change of $D_1$ with the effect of $X_2$ instantaneously excluded, denoted as $\frac{dD_{12}}{dt}$, plus the time rate of information transfer, $T_{2-1}$. So

$$T_{2-1} = \frac{dD_1}{dt} - \frac{dD_{12}}{dt}. $$  \hspace{1cm} (15)

The units of $T_{2-1}$ vary, depending on the base of the logarithm in $D_1$ that is used. The common units are nats per second for base $e$ and bits per second for base 2.

The above formalism allows a clear interpretation for information flow/transfer. In the present context, the transfer from $X_2$ to $X_1$, i.e., $T_{2-1}$, gives quantitatively the effect of $X_2$ on the predictability of $X_1$. Particularly, a positive $T_{2-1}$ means that the evolution of $X_2$ favors the prediction of $X_1$; in other words, it will make $X_1$ more predictable. On the other hand, a negative $T_{2-1}$ implies that $X_2$ reduces the predictability of $X_1$. (Previously in LK07a and LK07b when Shannon entropy is considered, a negative transfer $T_{2-1}$ means that the evolution of $X_2$ tends to reduce the uncertainty of $X_1$, and vice versa.)

The whole problem is now converted to the derivation of $\frac{dH_{12}}{dt}$ and $\frac{dD_{12}}{dt}$. In the following section $\frac{dD_{12}}{dt}$ is derived. As in LK07b, the challenge comes from the evaluation of $D_{12}$, which we defer to Section 4. For convenience, the notation $\frac{dH_{12}}{dt}$ is extended to any $\frac{dH_j}{dt}$ to signify that component $j$ (or the effect of component $j$) is excluded from a set of $n$ independent variables. For example,

$$\rho_\chi = \rho_{\chi} (x_1, x_3, \ldots, x_n) = \int_{\Omega_2} \rho(x) \, dx_2,$$

$$\rho_{\chi x} = \rho_{\chi x} (x_3, \ldots, x_n) = \int_{\Omega_1 \times \Omega_2} \rho(x) \, dx_1 dx_2,$$

where the time dependency has been suppressed for notation simplicity. This convention will be used throughout the paper without further clarification.

3. Time rate of change of $D_1$

**Theorem 1.** For the system described in Section 2,

$$\frac{dH}{dt} = E(\nabla \cdot F),$$  \hspace{1cm} (18)

$$\frac{dD}{dt} = -E(\nabla \cdot F) - E(F \cdot \nabla \log q),$$  \hspace{1cm} (19)

$$\frac{dH_{12}}{dt} = \int_{\Omega} \log \rho_1 \cdot \frac{\partial (F_1 \rho)}{\partial x_1} \, dx,$$

$$\frac{dD_{12}}{dt} = - \int_{\Omega} \log \rho_1 \cdot \frac{\partial (F_1 \rho)}{\partial x_1} \, dx,$$

where $E$ is the operator of expectation with respect to the density $\rho$.

**Proof.** See Appendix A.  \hspace{1cm} $\square$
Eq. (18) was obtained in LK05; it states that the change of absolute entropy in a system is totally controlled by the divergence of the flow, or the contraction/expansion of the phase space. Notice that \( \int_{\Omega} \frac{\partial (F_1 \rho)}{\partial t} \, dx = 0 \) by the assumptions introduced before (vanishing density at boundaries and Cartesian product form for \( \Omega \)). So Eq. (21) can be equivalently written as
\[
\frac{d\rho_1}{dt} = -\int_{\Omega} \left( 1 + \log \frac{\rho_1}{q_1} \right) \frac{\partial (F_1 \rho_1)}{\partial x_1} \, dx. \tag{22}
\]
Later on we will have opportunity to use (22).

4. Time rate of change of \( D_1 \) with the effect of \( X_2 \) excluded

**Theorem 2.** For the dynamical system described in Section 2, the time rate of change of the marginal relative entropy of \( X_1 \) with the effect of \( X_2 \) excluded is
\[
\frac{dD_{12}}{dt} = -\int_{\Omega} \left( 1 + \log \frac{\rho_1}{q_1} \right) \frac{\partial (F_1 \rho_1)}{\partial x_1} \theta_{2|1} \, dx
\]
\[+ \int_{\Omega} \frac{\partial (F_1 \rho_1 \log \frac{\rho_1}{q_1})}{\partial x_1} \theta_{2|1} \, dx, \tag{23}\]
where
\[
\theta_{2|1} = \theta_{2|1}(x_1, x_2, x_3, \ldots, x_n) = \frac{\rho}{\rho_X} \theta_X(t), \tag{24}\]
\[
\theta_{2|1}(x_1, x_2) = \int_{\Omega_{x_3, \ldots, x_n}} \theta_{2|1} \, dx_3 \ldots dx_n. \tag{25}\]

This theorem cannot be proved using the Liouville equation corresponding to (4), as the dynamics is changed upon manipulating \( x_2 \). In LK07b, the problem is approached by discretizing (1)-(3) or (4), finding how \( H_1 \) increases from time \( t \) to time \( t + \Delta t \) in the absence of the influence of \( X_2 \), and then taking the limit as \( \Delta t \to 0 \). In the following the same strategy is adopted.

Discretization of the continuous system (4) results in a mapping \( \Phi : \Omega \rightarrow \Omega \), \( x \rightarrow y \) such that
\[
\Phi : y = x + \Delta t F(t; x), \tag{26}\]
i.e., an approximation of (4) up to the first order of \( \Delta t \). To avoid confusion, here \( x(t + \Delta t) \) has been written as \( y = (y_1, y_2, \ldots, y_n) \); this convention will be kept throughout. In component form, the mapping is
\[
\Phi = (\Phi_1, \Phi_2, \ldots, \Phi_n) : \begin{cases}
y_1 = x_1 + \Delta t \cdot F_1(t; x), \\
y_2 = x_2 + \Delta t \cdot F_2(t; x), \\
\vdots \\
y_n = x_n + \Delta t \cdot F_n(t; x). 
\end{cases} \tag{27}\]
Corresponding to \( \Phi \) that maps the state from \( t \) to \( t + \Delta t \), there is an operator sending the density of the state variables from \( t \) to \( t + \Delta t \). This is the Frobenius-Perron operator, or F-P operator for short. Formally, the F-P operator, written as \( \mathcal{P} \), corresponding to a transformation \( \Phi : \Omega \rightarrow \Omega \) is a map \( \mathcal{P} : L^1(\Omega) \rightarrow L^1(\Omega) \) such that, for any \( \omega \subseteq \Omega \),
\[
\int_{\omega} \mathcal{P} \rho(x) \, dx = \int_{\Phi^{-1}(\omega)} \rho(x) \, dx.
\]
It can be viewed as the discrete form of the Liouville equation for density \( \rho \). See [53] for more details. Liang and Kleeman (LK07b) have shown that the mapping \( \Phi \) and its associated F-P operator \( \mathcal{P} \) possess some interesting properties, which we here briefly summarize.

(1) As \( \Delta t \) goes to zero, \( \Phi \) and its individual components are always invertible, and
\[
\Phi^{-1} : \begin{cases}
x_1 = y_1 - \Delta t \cdot F_1(t; y) + O(\Delta t^2), \\
x_2 = y_2 - \Delta t \cdot F_2(t; y) + O(\Delta t^2), \\
\vdots \\
x_n = y_n - \Delta t \cdot F_n(t; y) + O(\Delta t^2).
\end{cases} \tag{28}\]
(2) The Jacobian of \( \Phi \), \( J \), and its inverse, are
\[
J = \det \left[ \begin{array}{cc}
\frac{\partial y_1}{\partial x_1} & \cdots & \frac{\partial y_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial y_n}{\partial x_1} & \cdots & \frac{\partial y_n}{\partial x_n}
\end{array} \right] = 1 + \Delta t \nabla \cdot F + O(\Delta t^2); \tag{29}\]
\[
J^{-1} = 1 - \Delta t \nabla \cdot F + O(\Delta t^2). \tag{30}\]
(3) The F-P operator \( \mathcal{P} \) can be explicitly written out:
\[
\mathcal{P} \rho(y_1, \ldots, y_n) = \rho(\Phi^{-1}(y_1, \ldots, y_n)) \begin{bmatrix} J^{-1} \end{bmatrix}, \tag{31}\]
thanks to the invertibility of \( \Phi \) (cf. [53]).

Following LK07b, in order to get rid of the effect of \( X_2 \), we need to freeze \( x_2 \) at \( t \). The mapping \( \Phi \) is accordingly modified, with the second equation removed from the set, and a new transformation results:
\[
\Phi_\tilde{2} : \begin{cases}
y_1 = x_1 + \Delta t \cdot F_1(t; x), \\
y_2 = x_2 + \Delta t \cdot F_2(t; x), \\
\vdots \\
y_n = x_n + \Delta t \cdot F_n(t; x).
\end{cases} \tag{32}\]
\( \Phi_\tilde{2} \) maps \( (x_1, x_2, x_3, \ldots, x_n) \) to \( (y_1, y_2, y_3, \ldots, y_n) \) with \( x_2 \) as a parameter. Corresponding to \( \Phi_\tilde{2} \) there is an F-P operator. Write it as \( \mathcal{P}_\tilde{2} \). Here we use the subscript \( \tilde{2} \) to signify that component \( x_2 \) is frozen; we do not use \( \Phi \) because in the resulting probability density, \( x_2 \) is not excluded, but retained as a parameter. (Think about the probability conditioned on \( x_2 \).) We thence have \( \mathcal{P}_\tilde{2} \rho \), the joint density at time \( t + \Delta t \) with \( x_2 \) frozen as a parameter at time \( t \), and
\[
(\mathcal{P}_\tilde{2} \rho)(y_1) = \int_{\Omega_{y_2, \ldots, y_n}} \mathcal{P}_\tilde{2} \rho(y_1, y_2, \ldots, y_n) \, dy_3 \ldots dy_n
\]
being the corresponding marginal density of \( Y_1 = X_1(t + \Delta t) \). (Again note \( (\mathcal{P}_\tilde{2} \rho) \) has dependence on \( x_2 \) from LK07a and LK07b, the marginal absolute entropy for \( X_1 \) evolved from \( H_1 \) with contribution from \( X_2 \) excluded since time \( t \) is
\[
H_{12}(t + \Delta t) = \int_{\Omega} (\mathcal{P}_\tilde{2} \rho)(y_1) \log(\mathcal{P}_\tilde{2} \rho)(y_1) dy_1 dy_2 \ldots dy_n,
\]
where
\[
y_1 = x_1 + \Delta t F_1(x), \quad \rho_\tilde{2}(x_1) = \rho_X \cdot \rho(x_1, x_2, x_3, \ldots, x_n) \]
being the conditional density of \( X_2 \) on \( (X_1, x_3, \ldots, x_n) \). By the same argument, we have
\[
D_{12}(t + \Delta t) = \int_{\Omega} (\mathcal{P}_\tilde{2} \rho)(y_1) \log(\mathcal{P}_\tilde{2} \rho)(y_1) q_1(y_1) dy_1 dy_2 \ldots dy_n. \tag{33}\]
To evaluate \( D_{12}(t + \Delta t) \), the key is the evaluation of the F-P operator associated with the modified mapping \( \Phi_\tilde{2} \):

**Proposition 3.**
\[
(\mathcal{P}_\tilde{2} \rho)(y_1) = \rho_1(y_1) - \Delta t \int_{\Omega_{y_2, \ldots, y_n}} \frac{\partial F_1}{\partial y_1} dy_2 \ldots dy_n + O(\Delta t^2). \tag{34}\]
Outline of the proof of Theorem 2
Substitute (34) into (33), and express the $x_i$ in $\rho(x_2|x_1, x_3, \ldots, x_n)$ as a function of $y_1$ (from the inverse map $\Phi^{-1}_1$). Then compute $\frac{\partial}{\partial x} (\theta_{2|1}(t + \Delta t) - \theta_{2|1}(t))$. Eq. (23) follows as $\Delta t \to 0$. Refer to Appendix C for the lengthy detailed derivation.

5. Information transfer with respect to relative entropy

Theorem 4. For the system described in Section 2, the information transfer with respect to relative entropy from $X_2$ to $X_1$ is

$$T_{2\to1} = -\int_\Omega \left( 1 + \log \frac{\rho_1}{q_1} \right) \cdot \left( \frac{\partial F_1 \rho_1}{\partial x_1} - \frac{\partial F_2 \rho_2}{\partial x_2} \right) dx_2,$$

where

$$\theta_{2|1} = \theta_{2|1}(x_1, x_2, x_3, \ldots, x_n) = \frac{\rho}{\rho_1} \cdot \frac{\rho_2}{\rho_2} \cdot \frac{\rho}{\rho_1},$$

and $\theta_{2|1}$ may be viewed as a generalized conditional density of $X_2$ on $X_1$.

Proof. Subtract (23) from (22) and the result follows. □

The rate transfer of relative entropy is in some way similar to that for absolute entropy. One changes $\log \rho_1$ in the Eq. (51) of LK07b into $\log \frac{\rho}{\rho_1}$ and multiplies the whole formula by $(-1)$, and obtains Eq. (35). Recalling the definition of relative entropy (12), this is just what one may expect.

Above is the transfer from $X_2$ to $X_1$. Following the same procedure, it is easy to arrive at the transfer from $X_2$ to $X_1$ for any $i, j = 1, 2, \ldots, n, i \neq j$. One may replace the index 2 by $j$, and 1 by $i$ in (35), and make the corresponding modification for $\theta_{2|1}$ and $\theta_{2|1}$ to obtain the formula. But the easiest way is to rearrange the order of (1)–(3) such that $j$ is in the second slot and $i$ is in the first. This way the rate of transfer is expressed in the same form as (35).

6. Properties

The information transfer formulated in (35) possesses some nice properties. The first is about causality or transfer asymmetry. In physics, the transfer of energy (or other physical properties such as mass) between two entities is usually anti-symmetric. That is to say, if entity $A$ transfers an amount of energy, say, $\Delta E$, to entity $B$, then by the law of energy conservation it is equivalent to saying that $B$ transfers $-\Delta E$ to $A$. (This simple fact has been used to formulate a new localized hydrodynamic instability analysis [54].) In particular, when no energy transfer occurs in a direction, the transfer in the opposite direction also vanishes. Information transfer or information flow, however, behaves quite differently. The transfers $T_{2\to1}$ and $T_{1\to2}$ from (35) between $X_1$ and $X_2$ are usually not related; in other words, the transfer is asymmetric or directional. This is a fundamental property for information transfer; its importance lies in its implication of causality, as elaborated in the literature [40]. The following theorem is a concretization of it.

Theorem 5 (Causality). For the system introduced in Section 2, if $F_1$ is independent of $x_2$, then $T_{2\to1} = 0$. In the meantime, $T_{1\to2}$ does not need to be zero, unless $F_2$ is independent of $x_1$.

Proof. If $F_1$ is independent of $x_2$, in (35) the $\rho, \theta_{2|1},$ and $\theta_{2|1}$ can be integrated separately with respect to $x_2$. Observe that

$$\int \rho dx = \rho_1,$$

$$\int \theta_{2|1} dx_2 = \int \frac{\rho}{\rho_1} \rho_2 \cdot \frac{\rho_2}{\rho_1} dx_2 = \rho_1,$$

$$\int \theta_{2|1} dx_2 = \int \left( \int \theta_{2|1} dx_3 \ldots dx_n \right) dx_2 = \int \rho_2 dx_3 \ldots dx_n = 1.$$

So integrating (35) once with respect to $x_2$ gives

$$T_{2\to1} = -\int_\Omega \left( 1 + \log \frac{\rho_1}{q_1} \right) \cdot \left( \frac{\partial F_1 \rho}{\partial x_1} - \frac{\partial F_2 \rho}{\partial x_2} \right) dx_1 dx_2 \ldots dx_n$$

$$= 0. \quad \square$$

Another property relates Theorem 2 to (11), the 2D results of LK05:

Theorem 6. When $n = 2$, $\frac{dD_{1k}}{dt} = -E \left( \frac{\partial q_1}{\partial x_1} \right) - E \left( \frac{\partial q_1}{\partial x_1} \right)$.

Proof. By definition, when $n = 2$,

$$\theta_{2|1} = \theta_{2|1} = \rho(x_2|x_1) = \frac{\rho}{\rho_1},$$

and

$$\rho_1 = \rho_1.$$
Corollary 7. When \( n = 2 \), (35) becomes

\[
T_{2 \to 1} = E_{2|1} \left[ \frac{\partial (F_1 \rho_1)}{\partial x_1} \right],
\]

where \( E_{2|1} \) stands for the expectation with respect to conditional density \( \rho_{2|1} = \rho / \rho_1 \).

**Proof.** As shown above, when \( n = 2 \), \( \rho_2 = \rho_1, \theta_{2|1} = \theta_{1|2} = \rho_2 \). Substituting these back to (35), and using the fact that \( \rho \) is compactly supported, we have

\[
T_{2 \to 1} = -\int_{\Omega} \left( 1 + \log \frac{\rho_1}{q_1} \right) \left( \frac{\partial F_1 \rho_1}{\partial x_1} + \frac{\partial F_1 \rho_1}{\partial x_1} \frac{\rho_1}{\rho} \right) \, dx
\]

\[
= -\int_{\Omega} \frac{\partial (F_1 \rho_1)}{\partial x_1} \, dx + \int_{\Omega} \frac{\partial (F_1 \rho_1)}{\partial x_1} \frac{\rho_1}{\rho_1} \, dx
\]

\[
+ \int_{\Omega} \left[ -\log \frac{\rho_1}{q_1} \frac{\partial F_1 \rho_1}{\partial x_1} + \log \frac{\rho_1}{q_1} \frac{\partial F_1 \rho_1}{\partial x_1} \frac{\rho_1}{\rho_1} \right] \, dx
\]

\[
- \int_{\Omega} \frac{\partial (F_1 \rho_1)}{\partial x_4} \frac{\rho_1}{\rho_1} \, dx
\]

\[
= \int_{\Omega} \frac{\partial (F_1 \rho_1)}{\partial x_1} \frac{\rho_1}{\rho_1} \, dx - \int_{\Omega} \frac{\partial (F_1 \rho_1 \log \frac{\rho_1}{q_1})}{\partial x_1} \, dx
\]

\[
= \int_{\Omega} \frac{\partial (F_1 \rho_1)}{\partial x_1} \frac{\rho_1}{\rho_1} \, dx = E_{2|1} \left[ \frac{\partial (F_1 \rho_1)}{\partial x_1} \right].
\]

7. Application with the truncated Burgers–Hopf system

As an example of application, we re-consider the truncated Burgers–Hopf system (TBS) examined in LK07b, a system first introduced in [55,56] to explore a stochastic scheme of parameterization of the unresolved processes in numerical weather forecasts. It is obtained through a Galerkin truncation of the inviscid Burgers equation. If only two modes are retained, we have the following four-dimensional autonomous system (see LK07b):

\[
\frac{dx_1}{dt} = F_1(x_1, x_2, x_3, x_4) = x_1 x_4 - x_2 x_2
\]

\[
\frac{dx_2}{dt} = F_2(x_1, x_2, x_3, x_4) = -x_1 x_3 - x_2 x_4,
\]

\[
\frac{dx_3}{dt} = F_3(x_1, x_2) = 2x_1 x_2,
\]

\[
\frac{dx_4}{dt} = F_4(x_1, x_2, x_3, x_4) = -x_1^2 + x_2^2,
\]

where \((x_1, x_2, x_3, x_4)\) are the cosine and sine components of the first mode, and \((x_3, x_4)\) the components of the second mode, respectively. The TBS is intrinsically chaotic with a low-dimensional attractor [55–57]. For this particular case, there are two linearly independent first integrals, namely energy and Hamiltonian, and with them the system becomes integrable through a canonical transformation of coordinates; see Appendix D for details. We now study the information transfers with respect to relative entropy between the four components, and compare the results to those in LK07b.

The key to the computation of the information transfer (35) is the estimation of the joint density of \((X_1, X_2, X_3, X_4)\) as a function of time. This may be obtained through solving

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (F_1 \rho)}{\partial x_1} + \frac{\partial (F_2 \rho)}{\partial x_2} + \frac{\partial (F_3 \rho)}{\partial x_3} + \frac{\partial (F_4 \rho)}{\partial x_4} = 0,
\]

the Liouville equation corresponding to Eqs. (38)–(41). A more efficient way is, instead of solving \( \rho \) directly, estimating the density with the ensembles generated at each time step from ensemble prediction of (38)–(41), as schematized in Fig. 1. The ensemble is formed with the trajectories randomly distributed in the beginning, through solving (38)–(41) using the second order Runge–Kutta method with a time step size \( \Delta t = 0.01 \). A typical computed trajectory is plotted in Figs. 2 and 3; it shows an invariant manifold or strange attractor limited within some finite domain. If we write \( \Omega_{30} = [-d, d] \times [-d, d] \times [-d, d] \times [-d, d] \), the strange attractor lies within \( \Omega_{30} \). So a finite domain may be chosen for the computation, although \( \rho \) is defined on \( \mathbb{R}^4 \). We choose it to be \( \Omega_{30} \), a domain slightly larger than \( \Omega_{30} \). This domain is then uniformly partitioned into \( 30 \times 30 \times 30 \times 30 \) bins, with a spacing of 2 in each dimension. A huge ensemble of initial conditions of size...
Fig. 2. A trajectory of (38)–(41) starting from $t = 0$ at $x(0) = (40, 40, 40, 40)$. It is attracted into a domain as shown after $t = 1.5$ (the part prior to $t = 1.5$ not plotted). (a) and (b) are projections in subspaces $x_1$-$x_2$-$x_3$ and $x_2$-$x_3$-$x_4$, respectively.

Fig. 3. As Fig. 2, but for projections on 2D planes.

$40^4 = 2.56 \times 10^6$ is first generated, through drawing randomly according to a preset distribution $p_0(x)$. We adopt an ensemble size of $40^4$ instead of $30^4$ to ensure more than one draw per bin on average. Suppose $\mathbf{x}$ is initially distributed as a Gaussian $N(\mu, \Sigma)$, with a mean $\mu = (\mu_i)$ and a covariance matrix $\Sigma = (\sigma_{ij})$, $i, j = 1, 2, 3, 4$, and suppose $\sigma_{ii} = \sigma_i^2$, and $\sigma_{ij} = 0$ if $i \neq j$. The parameters $\mu_i$ and $\sigma_i^2 (i = 1, 2, 3, 4)$ are open for experiments. With these initial conditions, Eqs. (38)–(41) are integrated forward. At every time step we obtain an ensemble of $\mathbf{X}$ and therefore a joint density $p$ through bin-counting.

The transfers $T_{ij}$, $i, j = 1, 2, 3, 4, i \neq j$, now can be computed straightforwardly by evaluating (35). As in LK07b, there are 12 series to compute. Notice that in (40) and (41), the evolutions of $x_3$ and $x_4$ do not depend on $x_1$ and $x_2$, so $T_{1,3} = T_{2,4} = 0$ by Theorem 5. The computed results agree with this inference. The other transfers have only numerical solutions, and may vary with the initial distribution. We have conducted experiments for different $\sigma_i^2$ and $\mu_i$ in generating the initial ensemble. It is found that the variances $\sigma_i^2$ do not affect much the final results, so in these experiments we keep $\sigma_i^2 = 9$ fixed, only allowing $\mu$ to vary. Fig. 4 displays the results for the experiment with $\mu = (9, 9, 9, 9)$. They correspond to those shown in the Fig. 3 of LK07b. Like the latter, most of the transfers are essentially zero. One of the nonzero transfers is $T_{3\rightarrow 2}$. See Fig. 4; also see Fig. 5 for a close-up. It is negative through the time, with a time average of $-3.8$. This is consistent with the $T_{3\rightarrow 2}$ in LK07b, which is positive (refer to the definition of relative entropy (12) for a relation between $D$ and $H$). The difference is that here it is not a constant, but oscillates throughout; another difference is that it is far smaller in magnitude than its counterpart in LK07b.

The largest difference between the result here and that in LK07b is that there are two nonzero transfers here, and the dominant one is $T_{2\rightarrow 4}$, as shown in Fig. 4. In fact, $T_{3\rightarrow 2}$ is almost negligible in comparison with $T_{2\rightarrow 4}$, which averages to 20 and is nearly constant through the time. So it is $T_{2\rightarrow 4}$ that makes the counterpart of the $T_{3\rightarrow 2}$ in LK07b. Note that $T_{2\rightarrow 4}$ and $T_{3\rightarrow 2}$ stand for information flow in the opposite direction between the two modes—components $(x_1, x_2)$ stand for the lower frequency mode in the truncation, while $(x_3, x_4)$ for the higher mode (refer to LK07b for the derivation of (38)–(41)). In the present study, the computed result shows that information flows primarily from the lower mode to the higher mode, though weak information flow in the opposite direction has also been identified ($T_{3\rightarrow 2}$).
The above result is very robust. Experiments with different $\mu$ on $[-9,9] \times [-9,9] \times [-9,9] \times [-9,9]$ have been conducted, all yielding $T_{2 \rightarrow 4}$ large in magnitude, except that $\mu = 0$ which makes all the transfers vanish. $T_{2 \rightarrow 4}$ may be positive or negative, indicating that $X_2$ may increase or decrease the predictability of $X_4$. Plotted in Fig. 6 is the result of an experiment with $\mu = (9,9,-9,-9)$. The computed $T_{2 \rightarrow 4}$ is approximately $-20$. In some of the experiments, discernible small $T_{3 \rightarrow 2}$ as that in Fig. 5 may
also be identified; in others it is not significantly different from zero. For example, in both Figs. 4(b) and 6 they are not zero (±4 on average), though very small in comparison to $T_{2 \rightarrow 4}$; By observation it is found that when $\mu_1 = \mu_2 < 0$, $T_{3 \rightarrow 2}$ vanishes, leaving $T_{2 \rightarrow 4}$ the only transfer. An interesting observation is that, if $T_{3 \rightarrow 2}$ is not zero, it always appears with a sign opposite to $T_{2 \rightarrow 4}$. Figs. 4 and 6 give two such examples. That is to say, if the lower frequency mode increases the predictability of the higher frequency mode, then the latter decreases the predictability of the former; and vice versa. This result is very interesting and has important implications for realistic problems, though the TBS is just a highly idealized model. We will give some discussion in the following section.

Experiments have also been conducted with varying initial variances, $\sigma^2$. Again, all of them result in a distinctly large $T_{2 \rightarrow 4}$. Shown in Fig. 7 is the result of an experiment, with $\mu$ same as that in Fig. 4, but $(\sigma_1^2, \sigma_2^2, \sigma_3^2) = (9, 4, 9)$. Since $\sigma_2^2 = 4$ is significantly smaller than others, initially we have a better knowledge of $X_2$, or have more information for $X_2$. It is thus expected that more information may be transferred from $X_2$ to $X_4$. In other words, $T_{2 \rightarrow 4}$ is expected to be much larger than that in Fig. 4. The time evolution of $T_{2 \rightarrow 4}$ displayed in Fig. 7 confirms this expectation.

8. Discussion and conclusions

Information transfer (or information flow as may be referred to) with respect to relative entropy was formulated to study how predictability varies locally as a dynamical system evolves. The resulting transfer measure (35) is in a form similar to that with respect to absolute entropy in previous studies [45], but for two terms modified in the formula. In the present context, a transfer from a component (say, $X_2$) to another component (say, $X_1$), written $T_{2 \rightarrow 1}$, tells the predictability change of $X_1$ due to $X_2$. When $T_{2 \rightarrow 1} < 0$, it means that the evolution of $X_1$ makes $X_1$ less predictable; on the other hand, a positive $T_{2 \rightarrow 1}$ implies that $X_2$ increases the predictability of $X_1$. The information transfer thus formulated has some nice properties. First of all, it satisfies the observed asymmetry requirement: the transfers between two components are asymmetric or directional. In particular, given a component, if its evolution is independent of another, then there is no information flowing from the latter, while in the same time the transfer in the opposite direction need not be zero. In other words, between two components, information transfer in one direction carries no implication of that in the other direction, in contrast to the transfer of other physical properties such as energy [54].

It should be pointed out that what the formalism yields is the direct information transfer/flow between two components. In a high-dimensional system, one can imagine that two components could be related, and hence indirect information transfers could take place, via a third party or more parties. As schematized in Fig. 8, $T_{2 \rightarrow 1} = 0$, i.e., no transfer exists from $X_2$ to $X_1$. However, if $T_{3 \rightarrow 1}$ and $T_{2 \rightarrow 3}$ are not zero, information does flow indirectly from $X_2$ to $X_3$ through $X_3$, adopting a route

\[ X_2 \rightarrow X_3 \rightarrow X_1. \]

Fig. 7. Same as Fig. 4, but with $\sigma_1 = 4$. Transfers other than $T_{2 \rightarrow 4}$ and $T_{3 \rightarrow 1}$ are not significantly different from zero.

Fig. 8. The route of information transferring from $X_2$ to $X_1$ in the system (43)–(45). The transfer is through $X_3$; no direct transfer takes place.

A simple system that may mimic the schematic is

\[ \frac{dx_1}{dt} = F_1(x_1, x_3), \]  
\[ \frac{dx_2}{dt} = F_2(x_1, x_2, x_3), \]  
\[ \frac{dx_3}{dt} = x_2. \]

We see that $F_1$ is independent of $x_2$, so by the theorem of causality, the transfer from $X_2$ to $X_1$ is zero: $T_{2 \rightarrow 1} = 0$. If $F_1$ and $F_2$ are such that $T_{2 \rightarrow 3}$ and $T_{3 \rightarrow 1}$ do not vanish, we get what Fig. 8 displays. For this particular system, one may argue that, with (45), $x_3$ can be expressed in terms of $x_2$ which, after substituted into (43) and (44), implies a direct transfer to $x_1$. This is not the case, as by substitution, the system is changed, with dimensionality reduced from three to two, so are the components. This is equivalent to saying that, in the schematic, the three-node system has been changed into a different, two-node system, and hence the information transfer must also be changed; the new $x_3$ essentially takes the composite effect of the original $x_2$ and $x_3$. The resulting information transfer is hence from both $x_2$ and $x_3$ in the original system and is, therefore, nonzero. From this example one can see, by computing the information transfer/flow as formulated, it is easy to identify the direct and indirect componentwise relations, plus the route through which the indirect relations are formed. This will be useful in the practical fields such as dependency identification among the nodes of a complex network.

The formalism was applied to the study of the information flow between the first two modes of a truncated Burgers system (TBS). The TBS is conservative, with energy and Hamiltonian being the first integrals (see Appendix D); it also conserves absolute entropy, as $\frac{dt}{dt} = E(V \cdot F) = 0$ with the $F$ in (38)–(41) substituted. But its information in terms of relative entropy is not. In fact, substituting in (19) for the initial distribution $q$ adopted in the experiments, one
obtains
\[
\frac{dD}{dt} = \sum_{i=1}^{4} \frac{\mu_i}{\sigma_i^2} E(F_i).
\] (46)

With the \(F_i\) as defined in (38)–(41), it is easy to see that \(\sum_i x_i F_i = 0\). So when \(\sigma_i^2\) are all the same, say \(\sigma^2\).

\[
\frac{dD}{dt} = \sum_{i=1}^{4} \frac{\mu_i}{\sigma^2} E(F_i).
\]

The terms on the right hand side are the second moments of the state variables; they generally do not sum to zero, unless \(\mu_i = 0\). Therefore generally TBS does not conserve \(D\) or relative entropy. Corresponding to the above fact are the computational results for the 12 transfers. Unless \(\mu_i = 0\) in the case when \(\sigma^2\) are identical, they do not add up to zero. But among them all are essentially zero, save for a strong transfer between the sine components from the low-frequency mode to the high-frequency mode (\(T_{2\rightarrow4}\)), plus a weak transfer from the high-frequency cosine component to the low-frequency sine component (\(T_{1\rightarrow3}\)). The latter is very small in comparison to the former, and may vanish in some cases. But, interestingly, if it does not vanish, it always carries a sign opposite to that of the former. In other words, if knowledge of the low-frequency mode increases the predictability of the high-frequency mode, the feedback, if any, is always to reduce the predictability of the low-frequency mode, and vice versa. As a whole, the information flow from the low-frequency mode is dominantly important; the flow in the opposite direction is generally negligible.

The asymmetry with the inter-modal information flow implies that, for this idealized TBS, the predictability of the high-frequency mode could be controlled by the low-frequency mode; specifically, the predictability of \(X_2\) could be controlled by that of \(X_4\). In other words, more precise knowledge of \(X_2\) is expected to benefit the determination of \(X_4\) in the future. Indeed this seems to be the case at the early stage of the marginal relative entropy evolution, i.e., the evolution of \(D_8\) in our available experiments with different \(\sigma_i^2\) (not shown). (But after a certain period, say after \(t = 1\), the system loses memory about the initial condition because of its chaotic behavior.) Of course, here it is too early to reach a conclusion, as by time \(t = 2\) many trajectories have not yet entered the computational domain for the sample space, making the computed \(\rho_4\) hence \(D_4\) for the early stage not reliable. There is still much work to be done along this line; we will defer this to later studies with more realistic systems.

The outstanding asymmetric transfer \(T_{2\rightarrow4}\) may also help to improve the prediction of the system by adopting a better strategy of observing platform design. Specifically, it implies that precise observation of \(X_2\) could be more important than that of other components of the system. We have rerun the experiment in Fig. 4, but with variance reduced to 4 for components 1, 2, 3, and 4, respectively. Accordingly the joint relative entropy \(D\) is computed and plotted. Note here \(D\) can be computed to substantial accuracy at all time instants with (46), where only moments of the random variables are involved: we just need to evaluate those moments by taking ensemble means, instead of coarse-graining the sample space. The computed \(D\)s are plotted in Fig. 9. In Fig. 9(a), the two thick lines that form the lower and upper bounds are the \(D\) for the standard experiment (all \(\sigma_i^2\) are 9), and the \(D\) for that with \(\sigma_4^2 = 4\). Clearly the predictability is significantly improved by reducing \(\sigma_4^2\) from 9 to 4. All other experiments result in evolution lines lying in between. For clarity, they are not displayed here, but displayed in a close-up plot (Fig. 9(b)) with thin lines. Obviously, for a better forecast of the system, precise observation of \(X_2\) is more important than precise observation of other components. If, during the forecast, observational data are taken in, the result implies that \(X_2\) should be identified as the primary variable for data assimilation.

The above causal relation between processes on different frequencies or scales is very important in that it has implications for one of the major problems in turbulence research and atmosphere–ocean science, i.e., the parameterization of unresolved or subgrid processes in numerical models. In a turbulent flow, there is a continuous spectrum of processes of all scales, but even with the most powerful computers to date it is impossible to resolve all the scales. The system is therefore not closed. The unresolved processes must be represented, or parameterized, with the resolved dynamics to fulfill the closure. The above result with the TBS implies that this kind of parameterization seems to work, as the predictability of the small-scale (high-frequency) mode is controlled by the large-scale (low-frequency) mode. Of course, one cannot draw conclusions from such a highly idealized system, although originally the TBS was introduced as a prototype of the atmosphere for the study of dynamical closure [55,56].

The importance of the inter-scale information transfer is not only out of the above practical concern; it is also an important physical problem in nature. For example, the North Atlantic Oscillation (NAO), the dominant mode controlling the wintertime climate of the North America and Europe, is believed to be driven by the synoptic eddies with a time scale of several days to weeks. How the NAO interacts with the eddies in the stormy boreal winters is a continuing challenging problem in atmospheric research because it is highly nonlinear in nature. Compounding the problem is that the interaction is essentially two way. That is to say, while the eddy-driven origin is an issue, the NAO also causes the growth and decay of the eddies. This work is expected to be useful in the
investigation of these problems, particularly in the investigation of the causal relation in a quantitative way.

Another important problem concerns how uncertainty, and hence predictability, propagates in physical space. This is a problem naturally arising in fields such as material science, nanotechnology, and atmosphere–ocean science where ensemble prediction is used. This question actually may be posed for any problems governed by a partial differential equation (PDE). To illustrate how it may be approached, consider a Burgers equation. A dynamical system of large dimensionality can be formed by discretizing the space. The differentiating may be fulfilled using a three point scheme. The resulting ODEs are hence connected to each other through the grid. Each ODE is tagged with the location in physical space, as well as a component in the system. The information transfer between the components then forms a flow of information in the space. Specifically, an ODE is connected to two other ODEs in the immediate neighborhood; it does not depend on other components. So for each point in the space, there are two transfers from ahead and back. By drawing these transfers, one obtains a flow forward and a flow backward, revealing how predictability changes due to uncertainty propagation. Theoretically this can be done, but practically it is hampered by the formidable computational job in evaluating the joint density in (35). For example, consider a five-dimensional joint density. Allowing 10 draws for each dimension, this totals $10^5$ ensemble members. While ensembles of this size might be feasible for the Burgers equation, in dealing with realistic problems usually one can only handle ensembles of size in the order of hundreds or even tens. To overcome this difficulty, we need to simplify the rigorously derived formula (35), usually through problem-specific approximation. We leave this to future studies.

We remark that, when looking at the fractal measure of a strange attractor, one should use the measure-theoretic entropy namely the Kolmogorov–Sinai entropy (K–S entropy henceforth) [58,59], rather than the entropy in the usual sense, as the latter diverges. (That is the reason why in the TBS example only finite time evolution, not asymptotic behavior, is examined.) In this case, we need to establish a formalism of information transfer with respect to K–S entropy. Theoretically this should be feasible, as the system modified using the present strategy, i.e., after a component is frozen instantaneously as a parameter, is still a dynamical system in the usual sense, and hence its K–S entropy exists. The difficulty comes from the technical aspect, considering, for example, the supremum taken over all the partitions of the phase space. Besides, the K–S entropy is not really an entropy, but an entropy rate (entropy per unit time). The resulting transfer measure, if existing, might be quite different from what we have obtained, either with respect to Shannon entropy or with respect to relative entropy. How the present study may be generalized to have K–S entropy included is still a challenging research issue.

It should also be pointed out that, in many real problems such as the NAO mentioned above, the dynamics is not given explicitly, but in the form of observed data. In order for the formalism to apply, we first need to estimate from the series of observations (usually time series) the dynamical equations, then apply the result such as (35) to the estimated system. In a forthcoming paper, this will be treated within a more generic setting, with stochasticity taken into account. (The theoretical part is seen in [51].) The resulting transfer measure will be completely data based. That is to say, in that case one will be able to compute the transfer measure directly from the observations; no a priori knowledge of the dynamics is needed.

Acknowledgments

Richard Kleeman read through an early version of the manuscript; his insightful remarks are sincerely appreciated. The author is also grateful to three anonymous referees, whose comments helped to improve the presentation. This study was partially supported by the National Science Foundation of China (NSFC) under Grant No. 41276032 to NUIST, by Jiangsu Government through the “Jiangsu Specially-Appointed Professor Program” and “Priority Academic Program Development of Jiangsu Higher Education Institutions” (PAPD), and by the Ministry of Finance of China through the Basic Research Funding to China Institute for Advanced Study.

Appendix A. Proof of Theorem 1

Eq. (18) was originally obtained in LK05. It can be proved with the aid of the Liouville equation

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\mathbf{F} \rho) = 0$$

(A.1)

corresponding to the dynamical system (4)(cf. [53]). Multiplication of (A.1) by $-(1 + \log \rho)$ gives

$$-\frac{\partial \rho \log \rho}{\partial t} = \mathbf{F} \cdot \nabla (\rho \log \rho) + \rho(1 + \log \rho) \nabla \cdot \mathbf{F} = [\log \rho \nabla \cdot (\mathbf{F} \rho) + \mathbf{F} \cdot \nabla \rho] + \rho \nabla \cdot \mathbf{F} = \nabla \cdot (\rho \log \rho \mathbf{F}) + \rho \nabla \cdot \mathbf{F}.
$$

Integrate over $\Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_n$ and notice the assumption of vanishing $\rho$ at the boundaries. This results in

$$\frac{dD}{dt} = \int_{\Omega} \rho \nabla \cdot \mathbf{F} \, dx = E(\nabla \cdot \mathbf{F}).$$

Eq. (19) is about the evolution of relative entropy $D$. By the definition (12) and using the Liouville equation, we have

$$\frac{dD}{dt} = -\frac{dH}{dt} - \int_{\Omega} \frac{\partial \rho}{\partial t} \log q \, dx = -E(\nabla \cdot \mathbf{F}) - \int_{\Omega} (\nabla \cdot \rho \mathbf{F}) \log q \, dx = -E(\nabla \cdot \mathbf{F}) - \int_{\Omega} \rho \mathbf{F} \cdot \nabla \log q \, dx = -E(\nabla \cdot \mathbf{F}) - E(\mathbf{F} \cdot \nabla \log q),$$

where integration by parts has been used.

To prove (20), first integrate (A.1) with respect to $(x_2, x_3, \ldots, x_n)$ over $\Omega_2n$ to get the evolution equation for $\rho_1$:

$$\frac{\partial \rho_1}{\partial t} + \int_{\Omega_2n} \frac{\partial (F_1 \rho_1)}{\partial x_1} \, dx_2 \cdots dx_n = 0.$$ (A.2)

Multiplying $-(1 + \log \rho_1)$ and following the same procedure as above, one easily obtains (20).

By definition the marginal relative entropy of $X_1$ is

$$D_1 = -H_1 - \int_{\Omega_1} \rho_1 \log q_1 \, dx_1,$$

where $q_1$ is independent of time. Take derivatives on both sides with respect to $t$ to get

$$\frac{dD_1}{dt} = -\frac{dH_1}{dt} - \int_{\Omega_1} \frac{\partial \rho_1}{\partial t} \log q_1 \, dx_1.$$ 

Substitute (A.2) for $\frac{\partial \rho_1}{\partial t}$ and (21) follows. □

Appendix B. Proof of Proposition 3

This is a result obtained in LK07b; we rewrite the proof here for completeness.
We know from Section 4 that $\Phi$ and its components are invertible. $\Phi^{-1}_\chi$ is hence also invertible, and its inverse is

$$
\Phi^{-1}_\chi : \begin{cases}
x_1 = y_1 - \Delta t \cdot F_1(y_1, x_2, x_3, \ldots, y_n) + O(\Delta t^2),
x_3 = y_3 - \Delta t \cdot F_3(y_1, x_2, x_3, \ldots, y_n) + O(\Delta t^2),
\vdots 
x_n = y_n - \Delta t \cdot F_n(y_1, x_2, x_3, \ldots, y_n) + O(\Delta t^2),
\end{cases}
$$

(B.1)

and

$$
J^{-1}_3 = \det \left[ \frac{\partial (x_1, x_3, \ldots, x_n)}{\partial (y_1, \ldots, y_n)} \right] 
= 1 - \Delta t \sum_{i=2}^n \frac{\partial F_i}{\partial x_i} + O(\Delta t^2).
$$

(B.2)

By (31),

$$
\mathcal{P}_2 \rho(y_1, y_3, \ldots, y_n) = \rho \left( \Phi^{-1}_\chi (y_1, y_3, \ldots, y_n) \right) \left| J^{-1}_3 \right|.
$$

(B.3)

So

$$
\left( \mathcal{P}_2 \rho \right)(y_1) = \int_{\Omega_{2n}} \rho_3(y_1 - \Delta t F_1, y_3 - \Delta t F_3, \ldots, y_n - \Delta t F_n) 
\times \left| J^{-1}_3 \right| dy_3 \ldots dy_n + O(\Delta t^2)
= \int_{\Omega_{2n}} \rho_3(y_1 - \Delta t F_1) \left| J^{-1}_3 \right| dy_1 \ldots dy_n + O(\Delta t^2),
$$

(B.4)

where $F_3 = (F_1, F_3, \ldots, F_3)$ are understood as functions of $(y_1, x_2, y_3, \ldots, y_n)$. Make a change of variables, $x_i = y_i - \Delta t \cdot F_1(y_1, x_2, x_3, \ldots, y_n)$, for $i = 3, 4, \ldots, n$. The Jacobian associated with this transformation is

$$
J_n = \det \left[ \frac{\partial (y_3, y_4, \ldots, y_n)}{\partial (x_3, x_4, \ldots, x_n)} \right] 
= 1 + \Delta t \sum_{i=3}^n \frac{\partial F_i}{\partial x_i} + O(\Delta t^2),
$$

(B.5)

which gives

$$
\left| J^{-1}_3 \right| \cdot |J_n| = 1 - \Delta t \frac{\partial F_1}{\partial x_1} + O(\Delta t^2).
$$

(B.6)

With these substituted (B.4) becomes

$$
\left( \mathcal{P}_2 \rho \right)(y_1) = \int_{\Omega_{2n}} \rho_3(y_1 - \Delta t F_1, y_1, x_2, x_3, \ldots, x_n) 
\times \left| J^{-1}_3 \right| \cdot |J_n| dx_3 \ldots dx_n
= \int_{\Omega_{2n}} \rho_3(y_1 - \Delta t F_1) \left| J^{-1}_3 \right| dx_1 \ldots dx_n + O(\Delta t^2)
= \left[ \rho_3(y_1, x_2, x_3, \ldots, x_n) - \Delta t \frac{\partial \rho_3}{\partial y_1} F_1 \right]
\times \left( 1 - \Delta t \frac{\partial F_1}{\partial x_1} \right) dx_2 \ldots dx_n + O(\Delta t^2)
= \rho_1(y_1) - \Delta t \cdot \int_{\Omega_{2n}} \frac{\partial F_1}{\partial x_1} \rho_3(y_1, x_3, \ldots, x_n) 
+ F_1 \frac{\partial \rho_3}{\partial y_1} (y_1, x_3, \ldots, x_n) dx_3 \ldots dx_n
+ O(\Delta t^2).
$$

(B.7)

Since $x_1$ and $y_1$ are interchangeable up to an order of $\Delta t$, the two terms in the bracket can be combined, with the residual going to the higher order terms. That is to say,

$$
\left( \mathcal{P}_2 \rho \right)(y_1) = \rho_1(y_1) - \Delta t \cdot \int_{\Omega_{2n}} \frac{\partial F_1}{\partial y_1} dy_1 dx_3 \ldots dx_n
+ O(\Delta t^2). \quad \Box
$$

Appendix C. Proof of Theorem 2

Subtract $D_1(t)$ from (33) to get

$$
\Delta D_{1k} = D_1(t + \Delta t) - D_1(t)
= -\Delta H_{1k} - \int_\Omega (\mathcal{P}_2 \rho_1(y_1)) \log q_1(y_1) \cdot \rho(x_2 | x_1, x_3, \ldots, x_n)
\cdot \rho(x_3 \cdot n, x_4, \ldots, x_n) dy_1 dx_2 \ldots dx_n
+ \int_\Omega \rho_1(y_1) \log q_1(dx_1)
\equiv -\Delta H_{1k} - D_n + \int_\Omega \rho_1 \log q_1 dx_1.
$$

(C.1)

In this equation, $\Delta H_{1k}$ has already been obtained in LK07b. We need to compute $D_n$. Note $x_1$ and $y_1$ coexist in the expression, the latter being $x_1 + F_1 \Delta t$. Perform a Taylor series expansion around $(y_1, x_2, x_3, \ldots, x_n)$ to get rid of $x_1$:

$$
\rho(x_2 | x_1, x_3, \ldots, x_n) = \rho_{x_1} (x_1, x_2, \ldots, x_n)
= \rho_{x_1} + \frac{\partial \rho}{\partial x_1} \cdot (F_1 \Delta t) + O(\Delta t^2)
= \rho_{x_2} (x_1, x_3, \ldots, x_n) + \rho_{x_2} \frac{\partial \rho}{\partial y_1} F_1 \Delta t
- \frac{1}{\rho_{x_2}} \frac{\partial \rho}{\partial y_1} F_1 \Delta t + O(\Delta t^2)
= \rho_{x_2} (x_1, x_3, \ldots, x_n)
+ \rho_{x_2} (x_1, x_3, \ldots, x_n) \cdot \frac{\partial \log \rho_{x_2}}{\partial y_1} F_1 \Delta t
- \frac{1}{\rho_{x_2}} \frac{\partial \rho}{\partial y_1} F_1 \Delta t + O(\Delta t^2),
$$

(C.2)

where the variables without independent variables explicitly written out are tacitly supposed to be functions of $(y_1, x_2, x_3, \ldots, x_n)$. With this expansion and (34) from Proposition 3,

$$
D_n = \int_\Omega \log q_1(y_1) \cdot \left( \rho_1(y_1) - \Delta t \int_{\Omega_{2n}} \frac{\partial F_1}{\partial y_1} dy_1 dx_3 \ldots dx_n \right)
\cdot \left( \rho(x_2 | y_1, x_3, \ldots, x_n) + \rho(x_2 | y_1, x_3, \ldots, x_n) \right)
\cdot \frac{\partial \log \rho_{x_2}}{\partial y_1} F_1 \Delta t
- \frac{1}{\rho_{x_2}} \frac{\partial \rho}{\partial y_1} F_1 \Delta t
\cdot \rho(x_2 | y_1, x_3, \ldots, x_n) dy_1 dx_2 \ldots dx_n + O(\Delta t^2)
= \int_\Omega \log q_1(y_1) \cdot \rho_1(y_1)
\cdot \rho(x_2 | y_1, x_3, \ldots, x_n) dy_1 dx_2 \ldots dx_n
+ \Delta t \int_\Omega \log q_1(y_1) \cdot \rho_1(y_1)
\cdot \left[ \rho(x_2 | y_1, x_3, \ldots, x_n) \frac{\partial \log \rho_{x_2}}{\partial y_1} F_1 - \frac{1}{\rho_{x_2}} \frac{\partial \rho}{\partial y_1} F_1 \right].
$$
\[ \cdot \rho_3 \cdot (x_1, \ldots, x_n) \, dx_1 \, dx_2 \ldots \, dx_n \]
\[ - \Delta \int_{\Omega} \log q_1(y_1) \cdot (\int_{\Omega_{3n}} \frac{\partial F_1 \rho_3}{\partial y_1} \, dx_3 \ldots \, dx_n) \]
\[ - \rho(x_2|y_1, x_3, \ldots, x_n) \cdot \rho_3 \cdot (x_1, \ldots, x_n) \, dx_1 \, dx_2 \ldots \, dx_n + O(\Delta t^2) \]
\[ \equiv (I) + (II) + (III) + O(\Delta t^2). \]

Now evaluate the three terms one by one. For convenience, all the \( y_1 \) are replaced by \( x_1 \). This is legitimate as now \( y_1 \) is a dummy variable. The first term is
\[ (I) = \int_{\Omega} \log q_1 \cdot \rho_1 \cdot \frac{\rho}{\rho^\prime} \cdot \rho \, dx \]
\[ = \int_{\Omega_1} \rho_1(x_1) \log q_1(x_1) \, dx_1. \]  
(C.3)

At the second step, we first integrate \( \frac{\rho(x)}{\rho^\prime} \) with respect to \( x_2 \) (all other parts are independent of \( x_2 \)) to get 1, then take the integral with respect to \( x_3, \ldots, x_n \) and eliminate \( \rho \).

For the second part,
\[ (II) = \Delta t \int_{\Omega} \log q_1(x_1) \cdot \rho_1(x_1) \]
\[ \times \left[ \frac{\rho}{\rho^\prime} \frac{\partial \log \rho}{\partial x_1} F_1 - \frac{1}{\rho^2_1} \frac{\partial \rho}{\partial x_1} F_1 \right] \rho \, dx \]
\[ = - \Delta t \int_{\Omega} \rho_1 \log q_1 \cdot \frac{\partial \rho}{\rho^\prime} \cdot \frac{\partial \rho}{\rho^\prime_1} F_1 \cdot \frac{\rho^2 \rho_1}{\rho^2_1} \, dx \]
\[ = - \Delta t \int_{\Omega} \rho_1 \log q_1 \cdot \frac{\partial \rho}{\rho^\prime} \cdot \frac{\partial \rho}{\rho^\prime_1} \, dx. \]  
(C.4)

Using the notations (24) and (25):
\[ \theta_{21|1} = \int_{\Omega_{3n}} \theta_{21|1}(x) \, dx_3 \ldots \, dx_n \]
simplifies the above formula to be
\[ (II) = \Delta t \int_{\Omega} \frac{\partial (\rho \log q_1)}{\partial x_1} \cdot \theta_{21|1} \, dx. \]  
(C.5)

The third term (III) may be equally simplified,
\[ (III) = \Delta t \int_{\Omega} \left[ \log q_1(x_1) \cdot \left( \int_{\Omega_{3n}} \frac{\partial F_1 \rho_2}{\partial x_1} \, dx_3 \ldots \, dx_n \right) \right] \cdot \theta_{21|1} \, dx. \]

The part in the square brackets is independent of \( (x_3, \ldots, x_n) \). So integration can be performed on \( \theta_{21|1} \) with respect to \( (x_3, \ldots, x_n) \), which gives
\[ (III) = \Delta t \int_{\Omega_{1} \times \Omega_{2}} \log q_1(x_1) \cdot \left( \int_{\Omega_{3n}} \frac{\partial F_1 \rho_2}{\partial x_1} \, dx_3 \ldots \, dx_n \right) \cdot \theta_{21|1}(x_1, x_2) \, dx_1 \, dx_2 \]
\[ = - \Delta t \int_{\Omega} \log q_1 \cdot \frac{\partial F_1 \rho_2}{\partial x_1} \cdot \theta_{21|1} \, dx. \]  
(C.6)

Combining (I), (II), and (III), one has
\[ D_s = \int_{\Omega} \rho_1 \log q_1 \, dx + \Delta t \int_{\Omega} \frac{\partial (F_1 \rho_1 \log q_1)}{\partial x_1} \cdot \theta_{21|1} \, dx \]
\[ - \Delta t \int_{\Omega} \log q_1 \cdot \frac{\partial F_1 \rho_1}{\partial x_1} \cdot \theta_{21|1} \, dx + O(\Delta t^2). \]

So
\[ \Delta D_{1x} = - \Delta H_{1x} - D_s + \int_{\Omega} \rho_1 \log q_1 \, dx \]
\[ = - \Delta H_{1x} - \Delta t \int_{\Omega} \frac{\partial F_1 \rho_1 \log q_1}{\partial x_1} \cdot \theta_{21|1} \, dx \]
\[ + \Delta t \int_{\Omega} \log q_1 \cdot \frac{\partial F_1 \rho_1}{\partial x_1} \cdot \theta_{21|1} \, dx + O(\Delta t^2). \]

Letting \( \Delta t \to 0 \), it becomes
\[ \frac{dD_{1x}}{dt} = - \frac{dH_{1x}}{dx} + \int_{\Omega} \frac{\partial F_1 \rho_1}{\partial x_1} \cdot \theta_{21|1} \, dx. \]  
(C.7)

By Eq. (48) of LW07b,
\[ \frac{dH_{1x}}{dt} = \int_{\Omega} \left( 1 + \log \rho_1 \right) \frac{\partial F_1 \rho_1}{\partial x_1} \cdot \theta_{21|1} \, dx \]
\[ + \int_{\Omega} F_1 \rho_1 \log \rho_1 \frac{\partial s_{21|1}}{\partial x_1} \, dx \]
\[ = \int_{\Omega} \left( 1 + \log \rho_1 \right) \frac{\partial F_1 \rho_1}{\partial x_1} \cdot \theta_{21|1} \, dx \]
\[ + \int_{\Omega} F_1 \rho_1 \log \rho_1 \frac{\partial s_{21|1}}{\partial x_1} \, dx \]
\[ = \int_{\Omega} \left( 1 + \log \rho_1 \right) \frac{\partial F_1 \rho_1}{\partial x_1} \cdot \theta_{21|1} \, dx \]
\[ - \int \frac{\partial (F_1 \rho_1 \log \rho_1)}{\partial x_1} \cdot \theta_{21|1} \, dx. \]  
(C.8)

In arriving at the last step, integration by parts has been performed together with the assumption of vanishing boundary density. Substituting (C.8) back to (C.7), one finally arrives at (23). □

Appendix D. Solution of (38)–(41)

It has been shown in [57] that the truncated Burgers system conserves momentum, energy, and Hamiltonian. The momentum conservation just gives the evolution equations themselves; the remaining two invariants, i.e., energy and Hamiltonian, can be utilized to have the 4D system integrated out. Hereafter we show how. But before moving on, a transformation is needed for the state variables:
\[ (q_1, p_1) = (x_1, x_2) \]  
(D.1)
\[ (q_2, p_2) = \left( \frac{1}{\sqrt{2}} x_3, \frac{1}{\sqrt{2}} x_4 \right). \]  
(D.2)

In terms of \( (q_i, p_i), i = 1, 2 \), the original system (38)–(41) can be written in a canonical form:
\[ \frac{dq_i}{dt} = \frac{\partial H}{\partial p_i}, \]
\[ \frac{dp_i}{dt} = - \frac{\partial H}{\partial q_i}, \quad (i = 1, 2) \]
with \( q_i \) and \( p_i \) the configuration and momentum coordinates, respectively. In the equations, the Hamiltonian is
\[ H = \frac{1}{2} q_0 (q_i^2 - p_i^2) + \frac{\sqrt{2}}{2} q_0 p_1 p_2. \]  
(D.5)

By algebraic manipulation one sees that \( dH/dt = 0 \); that is to say, \( H \) is a first integral. Another first integral is energy
\[ E = \sum_{i=1}^{4} q_i^2 + p_i^2 + 2 (q_1^2 + p_1^2). \]  
(D.6)
Indeed, it is easy to check that \( \dot{d} / dt = 0 \). Moreover, \( \mathcal{H} \) and \( \mathcal{E} \) are in involution, i.e., the Poisson bracket of \( \mathcal{H} \) and \( \mathcal{E} \) vanishes:

\[
[\mathcal{H}, \mathcal{E}] = \left( \frac{\partial \mathcal{H}}{\partial q_1} \frac{\partial \mathcal{E}}{\partial p_1} - \frac{\partial \mathcal{H}}{\partial q_1} \frac{\partial \mathcal{E}}{\partial p_1} \right) + \left( \frac{\partial \mathcal{H}}{\partial q_2} \frac{\partial \mathcal{E}}{\partial p_2} - \frac{\partial \mathcal{H}}{\partial q_2} \frac{\partial \mathcal{E}}{\partial p_2} \right) = 0.
\]

This property makes it possible to make a canonical transformation (e.g., [4,60]):

\[
\tilde{q}_i = \tilde{q}_i (q_1, q_2; p_1, p_2), \quad \tilde{p}_i = \tilde{p}_i (q_1, q_2; p_1, p_2)
\]

(D.7)

[with the new momentum coordinates being the invariants \( I_1 = \mathcal{E} \) and \( I_2 = \mathcal{H} \). Let the generating function [4] of the second type be]

\[
G(q_1, q_2; I_1, I_2) = \int \frac{1}{2} \left( q_1^2 + q_2^2 \right) dt,
\]

(D.10)

where \( p_i \) are inverted from (D.5) and (D.6) such that they are expressed in terms of \( q_1, q_2, I_1, I_2 \), then

\[
\dot{q}_i = \frac{\partial G}{\partial I_i}, \quad \dot{p}_i = -\frac{\partial G}{\partial q_i}.
\]

(D.11)

In (D.14), \( (I_1, I_2) = (\mathcal{E}, \mathcal{H}) \) are constants, so \( \partial \mathcal{E} / \partial q_i = 0 \); in other words, \( \mathcal{H} \) is independent of \( \tilde{q}_i \), or is a function of \( I_i \) only. Let \( \partial \mathcal{E} / \partial I_1 \equiv \pi_1 \) (it is easy to know that \( \pi_2 = 1 \)). Eq. (D.15) then can be integrated out, and accordingly the new configuration coordinates are obtained:

\[
\tilde{q}_i = \pi_i t + \bar{c}_i, \quad i = 1, 2
\]

(D.16)

where \( c_i \) are the integral constants that can determined by the initial conditions. Note \( \tilde{q}_i = \tilde{q}_i (q_1, q_2; I_1, I_2) \) are known from (D.12), so (D.16) are two equalities about the variables \( (q_1, q_2; I_1, I_2) \) given a fixed time \( t \). They together with the first integrals \( I_1 = \mathcal{E} \) [Eq. (D.6)] and \( I_2 = \mathcal{H} \) [Eq. (D.5)] constitute the four constraints that determine a trajectory in the 4D phase space \( (q_1, q_2, p_1, p_2) \) (and hence the space \( (x_1, x_2, x_3, x_4) \)). An explicit expression for the phase portrait is very complicated and not helpful in this case. The reader is referred to Fig. 2 for such a trajectory.