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Using a recently developed methodology, namely the multiscale window transform

(MWT) and the MWT-based theory of canonical transfer and localized multi-

scale energetics analysis, we investigate in an eddy-following way the nonlinear

eddy–background flow interaction in the North Pacific storm track, based on the

ERA-40 reanalysis data from the European Centre for Medium-Range Weather Fore-

casts. It is found that more than 50% of the storms occur on the northern flank of the

jet stream, about 40% are around the jet centre, and very few (less than 5%) happen

on the southern flank. For storms near or to the north of the jet centre, their interac-

tion with the background flow is asymmetric in latitude. In higher latitudes, strong

downscale canonical available potential energy transfer happens, especially in the

mid-troposphere, which reduces the background baroclinicity and decelerates the

jet; in lower latitudes, upscale canonical kinetic energy transfer intensifies at the jet

centre, accelerating the jet and enhancing the middle-level baroclinicity. The resul-

tant effect is that the jet strengthens but narrows, leading to an anomalous dipolar

pattern in the fields of background wind and baroclinicity. For the storms on the

southern side of the jet, the baroclinic canonical transfer is rather weak. On aver-

age, the local interaction begins about 3 days before a storm arrives at the site of

observation, achieves its maximum as the storm arrives, and then weakens.
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1 INTRODUCTION

Eddy–mean flow interaction is one of the central issues

in dynamical meteorology. In the atmosphere, a typical site

of eddy–mean flow interaction is the midlatitude storm track

(Blackmon, 1976; Hoskins and Valdes, 1990; Chang and

Orlanski, 1993). It has been shown that the atmospheric storm

track generally coincides with the tropospheric jet, where the

baroclinicity is the strongest (e.g., Chang et al., 2002; Lee and

Kim, 2003). Within the storm track, synoptic eddies are often

generated in the jet and then interact with it.

There is a long history of studies on the interaction between

midlatitude synoptic eddies and the jet stream. In most early

studies, the focus was on the theoretical aspects based on

idealized models, such as those with small-amplitude per-

turbations in the form of sinusoidal waves and a zonally

homogeneous, stationary background flow (in many cases

also meridionally independent) (Charney and Drazin, 1961;

Eliassen and Palm, 1961; Lindzen and Holton, 1968; Dick-

inson, 1969; Andrews and McIntyre, 1978; Plumb, 1985).

However, in the real atmosphere the background flow is by

nature temporally varying and zonally asymmetric, particu-

larly in midlatitudes due to the large-scale topography and

land–sea contrasts (e.g., Lee and Kim, 2003; Li and Wettstein,

2011), whilst the eddies are rather localized in space and time

with finite amplitudes (Simmons and Hoskins, 1978; Black-

mon et al., 1984; Lim and Wallace, 1991; Chang, 1993; Catto

et al., 2010). In more recent studies, with the advent of obser-

vational and reanalysis data, discrepancies have been found

between the previously proposed theories and the observa-

tions. For example, based on previous theories it is supposed

that the baroclinic energy transfer associated with baroclinic
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instability is bottom-trapped (Green, 1960; Edmon et al.,
1980; Lindzen and Farrell, 1980; Hoskins et al., 1985; Pierre-

humbert and Swanson, 1995), whereas observational energet-

ics diagnostics have implied that midlatitude synoptic systems

have their maximum baroclinic energy transfer in middle lev-

els (e.g., Chang et al., 2002). The spatial structure of the

interaction is still a problem yet to be explored.

During the past two decades, eddy–mean flow interaction

has been extensively discussed, especially in studies of annu-

lar modes (Robinson, 2000; Lorenz and Hartmann, 2001;

Gerber and Vallis, 2007; Chen and Plumb, 2009; Kidston

et al., 2010; Barnes and Hartmann, 2011; Kidston and Val-

lis, 2012; Zhang et al., 2012; Lorenz, 2014; Burrows et al.,
2017, to name but a few). Most of these studies have, however,

focused on the zonal mean and climatologically statistical

aspects. Rarely considered is the interaction between a typi-

cal individual eddy and the mean flow, except in a few studies

such as that of Gerber and Vallis (2007), who argued that

if the eddy is generated in the jet, the vertical wind shear is

first reduced by the heat flux in the baroclinic development

stage, and then in the decaying stage the jet is strengthened by

upgradient momentum transfer through the wave meridional

propagation (the net propagation of baroclinic wave activ-

ity away from the jet leads to momentum fluxes in the jet).

On the whole, the jet structure is maintained in the presence

of surface friction. Alternatively, if the eddy is growing on

the shoulders of the jet, the baroclinic development stage is

similar to that of the eddy growing in the jet. However, the

meridional wave propagation is then limited aloft, and, as a

result, the shear is reduced locally rather than over the entire

baroclinic zone. Similar studies are also reported in Zhang

et al. (2012) based on an idealized 𝛽-plane quasi-geostrophic

model. As noted by Vallis and Gerber (2008), the applicability

of these results to the real atmosphere still needs verification.

We remark that a classical way to look at the eddy–mean

flow interaction is with the “barotropic generation rate” (Mak

and Cai, 1989; Cai and Mak, 1990; Rivière et al., 2003) and

the “baroclinic generation rate” (Cai and Mak, 1990; Rivière

et al., 2004). The merit of this method is that if the eddy

structure, the deformation of the jet and the positional rela-

tionship between the eddy and the jet are known, then the

energy exchange between the jet and the eddy can be easily

determined (especially with the barotropic generation rate).

But here this method is difficult to apply, as it is derived

in the quasi-geostrophic framework with the small-amplitude

assumption; besides, it does not explain how eddies would

modify the mean flow.

In this study we apply a newly developed methodology,

which is capable of handling these nonlinear problems in

a generic sense in order to diagnose the two-way interac-

tions between individual midlatitude synoptic eddies and the

background flow in an eddy-following way, in the hope of

unravelling what is really happening locally in the North

Pacific storm track. The methodology includes a functional

analysis apparatus, namely the multiscale window transform

(MWT; Liang and Anderson, 2007) and the MWT-based

localized multiscale energy and vorticity analysis (MS-EVA;

Liang, 2016).

The rest of this paper is organized as follows. Section 2

describes the data used in this study. In Section 3, we briefly

introduce the MWT, MS-EVA and the Lagrangian tracking

and compositing method, and in Section 4 we set up the

MS-EVA application with the data. In the following sections

(Sections 5–8), the composite reconstructed fields and a

detailed eddy–mean flow interaction analysis are presented.

The study is summarized in Section 9.

2 DATA

We use for our study the 40-year European Centre

for Medium-Range Weather Forecasts (ECMWF) Reanaly-

sis (ERA-40) dataset (Uppala et al., 2005), which is con-

strained by observations using a three-dimensional varia-

tional (3D-Var) data assimilation system. It has been used

because of its length (45 years), spatial resolution (approx-

imately 1.1◦ × 1.1◦ in the tropics (T159), 35 vertical levels

below 100 hPa) and temporal resolution (6 hr). More infor-

mation can be found at http://apps.ecmwf.int/datasets/data/

era40-daily/levtype=pl/. Here we need the velocity compo-

nents (u, v and 𝜔), the geopotential 𝜙 and the temperature T
for the whole period from September 1957 to July 2002.

3 METHODOLOGY

3.1 Localized multiscale energetics analysis

The major research methodology for this study is the mul-

tiscale window transform (MWT) by Liang and Anderson

(2007) and the MWT-based theory of canonical transfer

(Liang, 2016) as well as the localized multiscale energy

and vorticity analysis (MS-EVA) by Liang and Robin-

son (2005), which has been applied successfully in many

atmosphere–ocean problems (e.g., Ma and Liang, 2017; Xu

and Liang, 2017). This section is just a short introduction

of the concepts; more details are furnished in the Appendix.

For a recently updated comprehensive introduction, refer to

Liang (2016).

The MWT is a functional analysis tool that helps to decom-

pose a function space into a direct sum of several mutually

orthogonal subspaces, each with an exclusive range of time

scales, while preserving its local properties. Such a subspace

is termed a scale window or simply a window. One may have

as many windows as needed. In this study, we mainly use two,

namely a low-frequency basic-flow window (or background

flow window) and a synoptic-scale window (or transient win-

dow); we will also use a three-window decomposition for

testing purposes. For easy reference, they are denoted and

will be referred to as windows 𝜛 = 0, 1,… . Given a time

http://apps.ecmwf.int/datasets/data/era40-daily/levtype=pl/
http://apps.ecmwf.int/datasets/data/era40-daily/levtype=pl/
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series T(t) with N steps, application of MWT yields two types

of quantities: one is the MWT transform coefficients T̂∼𝜛
n

(n= 1, 2,… , N, corresponding to the time location in t), while

the other is the multiscale window reconstruction (MWR)

T∼𝜛(t). T∼𝜛(t) is just like the low-/high-pass filtered quan-

tity. For example, in the two-window decomposition in this

study, the series T(t) is decomposed into T = T∼0(t)+T∼1(t),
where T∼0 stands for the background field, and T∼1 is the

transient (or synoptic) eddy field. MWT and MWR form a

transform–reconstruction pair but they are distinctly differ-

ent concepts, with the former defined in phase space and the

latter in physical space (here t), just like the Fourier trans-

form and the inverse Fourier transform. The MWR of T(t)
on the synoptic-scale window, for example, corresponds to a

high-pass filtered signal. The lack of the transform coefficient

T̂∼𝜛
n in traditional filters makes it impossible to represent mul-

tiscale energy.1 The common practice of simply taking the

multiscale energy as the square of filtered variables is a con-

ceptual mistake which, unfortunately, has frequently appeared

in the literature. Here with T̂∼𝜛
n , however, it has been estab-

lished that multiscale energy can be precisely represented as

the product of the MWT coefficients (up to some constant

multiplier). For example, the transient eddy energy extracted

from T(t) is simply (T̂∼1
n )2 multiplied by some constant.

With MWT, the available potential energy (APE) and

kinetic energy (KE) densities on window 𝜛 at time location

n, written as A𝜛
n and K𝜛

n , can be obtained, and their evolution

equations derived, by applying the MWT to the primitive gov-

erning equations. The reader is referred to the Appendix for

details; the following is a symbolic representation (location n
in the subscript is henceforth omitted for simplicity):

𝜕A𝜛

𝜕t
+ 𝛻 ⋅ Q𝜛

A = Γ𝜛
A − b𝜛 + S𝜛

A + F𝜛
A , (1)

𝜕K𝜛

𝜕t
+ 𝛻 ⋅ Q𝜛

K = Γ𝜛
K − 𝛻 ⋅ Q𝜛

P + b𝜛 + F𝜛
K , (2)

where 𝜛 = 0 and 1 stand for the two scale windows in this

study, that is, the basic flow window and the eddy win-

dow. The Q’s with subscripts A, K and P are, respectively,

fluxes of APE, KE and pressure, the Γ terms are the trans-

fer of energy (APE or KE) to the designated scale window

𝜛 from other windows, b is the buoyancy conversion, and F

denotes the contribution from dissipation/diffusion. Explicit

expressions and detailed physical interpretations are given in

the Appendix, Table A1. Note that all the terms are local-

ized both in space and time; in other words, they are all

four-dimensional field variables, distinguished notably from

the classical formalisms in which localization is lost in at

least one dimension of space–time in order to achieve scale

decomposition. Processes localized in space and time are thus

naturally embedded in Equations 1 and 2.

1Note that one cannot write it in terms of the filtered quantities such as

[T∼1(t)]2, as multiscale energy is a concept in phase space. (Think about that

in a Fourier spectrum.) Refer to the Appendix for further explanation.

Although the terms in Equations 1 and 2 have the conven-

tional names (e.g., Orlanski and Katzfey, 1991; Chang, 1993),

they are actually distinctly different from those in traditional

formalisms. The most distinct terms are Γ𝜛
A and Γ𝜛

K , which

are the processes that we are most interested in for this study.

In the Appendix we will see that they both have a Lie bracket

form, and possess the property of Jacobian identity, reminis-

cent of the Poisson bracket in Hamiltonian dynamics; they

also satisfy a detailed balance relation. Most importantly, they

sum to zero over scale window 𝜛 and location n. This con-

servation property, though simple to state, does not hold in

previous energetic formalisms. To distinguish it from those

that may have been encountered in the literature, the above

transfer is termed the canonical transfer.

The canonical transfers (Γ𝜛
A and Γ𝜛

K ) in Equations 1 and

2 are very important. In particular, the mean-to-eddy parts

of them (written as Γ0→1
A and Γ0→1

K ) correspond to the two

important geophysical fluid flow processes, that is, baroclinic

instability and barotropic instability of the mean flow (see

Liang and Robinson, 2007), although whether they are equiv-

alent is still in dispute (e.g., Plumb, 1983; Farrell, 1984, 1985,

1989). For mnemonic reasons, in the following Γ0→1
A and Γ0→1

K
may be referred to respectively as baroclinic and barotropic

canonical transfers. Conversely, the eddy-to-mean parts, writ-

ten as Γ1→0
A and Γ1→0

K , can be used to investigate the eddy

feedback processes. They correspond respectively to the baro-

clinic and barotropic feedback mechanisms. See Figure A1 in

the Appendix for an illustration.

3.2 Eddy tracking and compositing

The methods used in this study also include an eddy tracking

and compositing technique. Because of the migration of the

eddies and the inhomogeneity of the background flow, an

eddy-following approach is needed to investigate the localized

interaction. Here the tracking algorithm developed by Hodges

(1995) is used to fulfil this task. In practical use, the maxima

of the 850-hPa relative vorticity (𝜉850) are chosen as the indi-

cator of the storm centre (or feature point), which forms the

nodes of the storm trajectory (Hoskins and Hodges, 2002).

Besides, before tracking the vorticity maxima associated with

weather storms it is necessary to remove the background

field, that is, the slowly varying, large spatial scale part of

the field (Anderson et al., 2003). Here, we use the synop-

tic vorticity reconstructed by the MWT as the indicator. That

is to say, the eddies tracked are storms in the synoptic scale

window. Following previous studies, the cyclogenesis time

is defined as the first time that 𝜉850 exceeds 1 × 10−5 s−1.

In this study, we only select long-lived storms whose 𝜉850

remains larger than 1 × 10−5 s−1 for at least 4 days after

their genesis. Also, only storms with a maximum 𝜉850 greater

than 5 × 10−5 s−1 are retained for the analysis. Finally, tra-

jectories of 2,189 cold-month (October–April) storms in the

North Pacific storm-track area [20◦N–70◦N, 120◦E–240◦E]
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FIGURE 1 Sample of storm trajectories based on 𝜉850. The grey lines represent trajectories, with black dots indicating their respective starting points, and

the shaded area is the climatological wintertime 300-hPa zonal wind, starting from 20 m/s with an interval of 5 m/s

are obtained. A sample of the selected trajectories are dis-

played in Figure 1.

The cyclone trajectories obtained are used for the com-

positing of the spatial structures. Considering the large

case-to-case variability (Sinclair and Revell, 2000), we use a

compositing method with a large number of individual storms

in order to get a statistical result. A detailed description of

the methodology can be found in Bengtsson et al. (2007) for

a radial sampling grid that has been modified into a rect-

angular sampling grid. In brief, it consists of the following

procedures.

1. Select the tracks to be used. (In the present study, the

storms of interest are the 2,189 long-lived strong storms.)

2. Create a rectangular grid centred on the Equator with uni-

form grid spacing and chosen side length (respectively 0.5

and 40◦ here).

3. Rotate the grid to the storm centre and rotate it to align

with the direction of the storm propagation, which is

determined by the displacement of the storm centre using

a second-order central differencing scheme. Using the

rotated composite can reduce the impact of the difference

in the storm propagation direction on the composite storm

structure.

4. Finally, the required field is sampled onto the rectan-

gular grid, for each storm at each time step along the

full life cycle of the storms and then averaged over the

selected storms at selected stages of the life cycle. For the

averaging, we need a reference time for the life cycle.

In this study, the instant of maximal intensity is chosen as

t= 0 and the time is then measured as offset to this reference

time. For example, −4 (4) stands for four time steps (or 24 hr)

before (after) the storm reaches its maximal intensity. In this

study, the standard deviation is used to show the case-to-case

variability within the composites.

4 MS-EVA SETUP

The analysis begins with a determination of the scale window

bounds. In this study, we need two windows: a synoptic-scale

window and a low-frequency background flow window.

According to previous studies, these windows are set to be

bounded by a period of 16 days (in MWT, the number of time

steps is required to be a power of 2). We have also tried

8 days as the window bound and found that the synoptic

signal cannot be completely separated from the total fields.

This is essentially the same as in Deng and Mak (2006),

who applied a 15-day high-pass filter in their diagnostics.

Besides, Anderson et al. (2003) observed that band-pass fil-

tering with a time period of 2.5–6 days (e.g., Blackmon, 1976)

may have a detrimental impact on individual weather sys-

tems (see also Chang, 1993), and a 20-day high-pass filter is

a good choice.

5 COMPOSITE STRUCTURE OF THE
ORIGINAL AND RECONSTRUCTED FIELDS

In this section, we briefly describe the composite structures

of the original and reconstructed fields. Since the structure

of each composite field changes little throughout the life

of the composite storm, only the maps at the storm’s maxi-

mal intensity time (t= 0) are presented (note that the storm

strength changes significantly throughout its life; see Figures

S1 and S2 in the Supporting Information). Figure 2 shows the

horizontal distributions of the composite fields at 500 hPa.

The side length of each subplot is 40◦ at the Equator (equiv-

alent to 4,447 km). The composite system moves from the

left to the right. For convenience, the along-propagation

direction will be referred to as the x-direction, and the y- and

z-directions are determined through the right-hand rule, with

z directed upward.

5.1 The original fields

We first look at the original fields. On the map of geopo-

tential anomalies (𝜙) there is a trough with closed isopleths

(Figure 2a). Correspondingly, a cyclonic circulation exists

on the map of the horizontal wind (vh; Figure 2b). The dis-

tribution of the wind speed is quite inhomogeneous around
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FIGURE 2 Left panels: Distributions of the 500-hPa composite original fields at the maximal intensity time (t= 0): (a) geopotential anomalies (contour

interval 200 m2/s2), (b) wind vectors (m/s) and speeds (contour interval 5 m/s), (c) temperature anomalies (contour interval 1 K) and (d) vertical velocity

(contour interval 0.04 Pa/s). Middle panels: The same as the left panels, but for the background fields, with contour intervals of (e) 200 m2/s2, (f) 3 m/s, (g)

1 K and (h) 0.004 Pa/s. Right panels: The same as the left panels, but for the synoptic fields, with contour intervals of (i) 100 m2/s2, (j) 2 m/s, (k) 0.5 K and (l)

0.04 Pa/s. Negative contours are indicated with dashed lines (the zero contour is omitted). The composite storm propagates eastward. Each subplot is in a

40◦ × 40◦ rectangular grid. The composites are based on the 2,185 cold-month (October–April) storms; same below (Figs. 3–9). The corresponding

distributions of the standard deviation are given in Figure S3 in the Supporting Information

the storm centre, with strong winds occurring in the south

part where the contours of geopotential anomalies are dense.

The composite field of temperature anomalies (T) exhibits a

wave-like pattern (Figure 2c), with the temperature trough and

ridge located to the west and east of the storm centre, respec-

tively. In terms of the vertical velocity (𝜔), it shows a dipole

pattern (Figure 2d), with upward (𝜔< 0) and downward

(𝜔> 0) motions located ahead of and behind the geopoten-

tial trough, respectively; the upward motion is much stronger

than the downward motion. The features of these composite

fields generally agree with those in previous studies (Field

and Wood, 2007; Bengtsson et al., 2009; Catto et al., 2010;

Dacre et al., 2012).

5.2 The multiscale window reconstructed fields

We now look at the composites of the multiscale fields

reconstructed by the MWT. To our knowledge, few studies

have explored the storm structure in this way. Figure 2e–h

shows the composite maps of the background fields. We see
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(a) (b) (c)

FIGURE 3 Vertical section distributions of the composites of the synoptic fields: (a) geopotential anomalies (contour interval 100 m2/s2), (b) temperature

anomalies (contour interval 0.5 K) and (c) vertical velocity anomalies (contour interval 0.04 Pa/s). Negative contours are indicated with dashed lines and the

zero contour is in bold. All these sections are taken along the line (AOA′
) as indicated in Figure 2i. The corresponding distributions of the standard deviation

are given in Figure S4 in the Supporting Information

that the contours of geopotential anomalies (𝜙∼0) are gen-

erally distributed northwest–southeastward (Figure 2e), and

the closed centre appearing in the original field (Figure 2a)

has been removed. The background wind maximum (i.e., the

jet stream) is located in the south (Figure 2f). This is why

the maximum wind occurs in the southern part of the storm

on the original map (Figure 2b). For temperature anomaly

T∼0, its distribution (Figure 2g) is similar to that of 𝜙∼0.

Regarding 𝜔∼0, it is negative within almost the whole domain

(Figure 2h), implying that the storms are generated and evolve

within an environment of upward motion. The magnitude of

𝜔∼0 is about 10% of the original field (note the difference in

the contour interval between them).

Figure 2i–l shows the distributions of the composite syn-

optic fields, which exhibit more local features than the back-

ground fields. The composite field of the 500-hPa 𝜙∼1 shows

a low–high pair (Figure 2i). The low anomaly has com-

pact structure and large amplitude, accompanying a strong

cyclonic circulation (Figure 2j), whereas its counterpart is

broad and weak. The other anomaly fields (T∼1 and 𝜔∼1) gen-

erally show a dipolar pattern (Figure 2k,l). Their distributions

are configured in such a way that the moist, warm air ascends

in the front part of the storm and the dry, cold air subsides in

the rear part.

The vertical structure of the composite synoptic system is

also examined. Figure 3 shows the distributions of the com-

posite synoptic fields along the section AOA′
as indicated

in Figure 2i. This generally exhibits the structure of typi-

cal midlatitude baroclinic waves, with a zonal wavelength of

∼4,000 km and a westward (eastward) tilting of the phase line

of 𝜙∼1 (T∼1) with altitude (Hartmann, 1974; Lau, 1979; Lim

and Wallace, 1991; Chang, 1993). Note however the strong

cyclone–anticyclone asymmetry. For example, the cyclone is

strongest at low levels, whereas the accompanying anticy-

clone achieves its maximum at upper levels with weak signals

at the Earth’s surface (Figure 3a).2 For 𝜔∼1, the upward

motion in the front part is much stronger than the downward

motion in the rear (Figure 3c).

2To the best of our knowledge, the splitting of the warm centre (at 850 hPa)

ahead of the cyclone has not been observed (Figure 3b).

6 NONLINEAR EDDY–MEAN FLOW
INTERACTION

6.1 Spatial structure of the canonical transfers

The eddy–mean flow interaction includes the canonical

transfer from the mean flow to the eddies (Γ0→1
A and Γ0→1

K )

and for the opposite direction (Γ1→0
A and Γ1→0

K ). The former

is a quantitative description of the mean-to-eddy transfer and

the latter characterizes the eddy feedback. We first look at the

spatial structure of the former.

Figure 4 shows the horizontal distributions of the vertically

integrated (from 1,000 to 100 hPa) Γ0→1
A and Γ0→1

K . Figure 4a

shows a dipolar pattern for Γ0→1
A , with a strong positive

centre in the north of the storm and a weak negative centre

in the south. This means that the background flow experi-

ences a downscale canonical APE transfer in the north of the

storm and an upscale canonical APE transfer in the southern

region. The barotropic canonical transfer Γ0→1
K (Figure 4b)

also exhibits a dipolar distribution within the storm area, with

a negative region at the front and a positive one at the rear,

implying upscale and downscale canonical KE transfers in

the respective regions. In terms of the amplitude the negative

barotropic canonical transfer centre is stronger than its pos-

itive counterpart. On the whole, the storm has a favourable

configuration for APE to be transferred from the mean flow

and for KE to be transferred to the mean flow, consistent

with the traditional perspective (Simmons and Hoskins,

1978, 1980; Barnes and Young, 1992; Orlanski and Chang,

1993). Figure 4c shows the vertical profiles of Γ0→1
A and

Γ0→1
K averaged horizontally over the storm area. We see that

Γ0→1
A

is positive almost throughout the entire troposphere.

The maximum centre occurs at 400 hPa. In contrast, Γ0→1
K

is negative throughout the whole depth, implying that the

KE transfer is from the storm to the background flow. It is

strong at upper levels and reaches its maximum magnitude at

250 hPa.

The spatial distributions of the eddy feedback, character-

ized by Γ1→0
A and Γ1→0

K , are shown in Figure 5. We see

that horizontally Γ1→0
A is negative within the entire domain

(Figure 5a), implying a downscale canonical APE transfer.
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(a) (b) (c)

FIGURE 4 Horizontal distributions of the vertically integrated (from 1,000 hPa to 100 hPa) (a) Γ0→1
A and (b) Γ0→1

K at the maximal intensity time (t= 0), with

a contour interval of 2× 10−4 m2/s3. (c) Vertical distributions of Γ0→1
A and Γ0→1

K (10−4 m2/s3) averaged over the storm area. Negative contours are indicated

with dashed lines (the zero contour is omitted). The corresponding distributions of the standard deviation are given in Figure S5 in the Supporting Information

However, the transfer is inhomogeneous within the composite

storm, with the strong energy transfer mainly confined to the

northern area. Vertically, Γ1→0
A is negative throughout almost

the entire troposphere (Figure 5b). The peak occurs at 400 hPa

and on the northern flank of the jet (also the storm centre).

In short, the spatial distribution of Γ1→0
A is similar to that of

Γ0→1
A . For Γ1→0

K , it is generally positive (Figure 5c), imply-

ing an upscale KE canonical transfer. Note that this upscale

transfer is significant at upper levels, especially at the jet core

(Figure 5d). Figure 6 gives the vertical profiles of Γ1→0
A and

Γ1→0
A . It can be seen that their distributions are almost the

same as the mean-to-eddy counterparts (Figure 4c), but with

the opposite sign.

6.2 Time evolution

The nonlinear eddy–mean flow interaction is not steady.

Here, we are more interested in how the eddy feedback pro-

cess evolves when there is a storm passing through. To show

this for a particular storm, we first identify the central loca-

tion of the storm at its maximum intensity time (t= 0) and

then sample the vertical cross section of the fields (here Γ1→0
A

and Γ1→0
K ) at that location meridionally at each time step

from −12 to 12 (from day −3 to day 3, correspondingly).3

In sampling, the fields at each time step are also rotated with

respect to the storm propagation direction at t= 0. Follow-

ing this method, we can get the latitude–time section of any

field at a particular location as a storm approaches, passes

and recedes.4 This procedure is applied to each of the 2,189

selected storms. Finally, the obtained sections are averaged

over all the samples at each time step.
Figure 7 shows the general time evolution of Γ1→0

A and

Γ1→0
K .5 We see that as the storm passes, the downscale APE

3Here we choose a duration of 6 days, considering that the mean life cycle of

the 2,189 storms lasts 5.37 (±1.45) days.
4Here we switch to the Eulerian approach in order to obtain the

spatio-temporal distribution of the interaction and, particularly, the back-

ground flow response (see below).
5In this figure we want to see the change in energy transfer at the site of obser-

vation as a storm approaches, passes and recedes, so we choose an earlier day

(i.e., day −3) rather than day 0 when the storm is passing.

transfer is intensified within a narrow zonal band north of

the storm centre, whereas elsewhere it is slightly weakened

(Figure 7a). In contrast, the upscale KE transfer is intensi-

fied slightly within a narrow zonal band on the southern side,

while in the north it is greatly weakened (Figure 7b). The

changes of Γ1→0
A and Γ1→0

K begin about 3 days before the storm

arrives, achieve their maxima as the storm arrives and then

weaken. In the presence of the storm, Γ1→0
A and Γ1→0

K seem

to take place complementarily in the horizontal plane: Γ1→0
K

intensifies (weakens) whenever Γ1→0
A substantially weakens

(intensifies).

The most interesting finding in this section is the spatial

asymmetry of the eddy–mean flow interaction: the downscale

canonical APE transfer process mainly happens in the north-

ern part of the storm (also on the northern flank of the jet

stream) and in middle levels, whereas the upscale canonical

KE transfer mainly occurs in the south, overlaid with the jet

core. The former acts to destroy the background baroclinicity,

whereas the latter acts to accelerate the jet and thus enhance

the baroclinicity. These competing effects essentially deter-

mine the final state of the jet stream after the storm passes.

We will elaborate on this in the following section.

7 RESPONSE OF THE BACKGROUND
FLOW AND BAROCLINICITY

In this study, we focus on the responses of the background

wind and baroclinicity. Figure 8 shows the composite sections

of the background wind (left panels). We see that as the storm

passes, the wind decreases in the north but increases in the

south, showing an anomalous dipolar pattern (Figure 8a).

Moreover, the increase in the south is stronger than the

decrease in the north. Since the jet core is located in the

south of the storm (cf. Figure 3), this tends to strengthen

and narrow the jet (by two latitudes).6 Figure 8c,d shows

6This estimation is based on the half jet-width, which is measured by the

distance between the latitude of maximum wind and the northward latitude

at which the wind reaches half of its peak.
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(a) (c)

(b) (d)

FIGURE 5 Spatial distributions of Γ1→0
A and Γ1→0

K at the maximal intensity time (t= 0): the vertically averaged (a) Γ1→0
A and (c) Γ1→0

K and the sectional

distributions of (b) Γ1→0
A and (d) Γ1→0

K along the line yoy′
as indicated in (a) and (c). Negative contours are indicated with dashed lines and the zero contour is

in bold. The contour interval is 0.5× 10−4 m2/s3. In (b) and (d), the background wind speed ∣v∼0∣ is overlaid (shaded; contour interval 4 m/s). The

corresponding distributions of the standard deviation are given in Figure S6 in the Supporting Information

the composite pressure–time sections of the background wind

along the latitudes of 10◦ and−10◦, respectively. It can be

seen that either in the north or in the south, the response of the

background wind is more significant in the upper troposphere

(Figure 8b,c). Temporally, the background wind begins to

change about 3 days before the storm’s arrival and responds

strongly as the storm arrives. A closer observation reveals

that the largest change occurs at t= 2d instead of t= 0 (see

also the energy transfers in Figure 7). This may be due to the

consecutive influence of secondary cyclones formed along

the trailing cold front of the reference one (e.g., Papritz and

Schemm, 2013). Overall, the jet does not show any obvious

meridional shift. This is consistent with the argument of Vallis

and Gerber (2008), that if the storm is generated on the flank

of the jet the storm will act to maintain the jet’s latitude.

For the background wind response at any instant (e.g., t= 0),

the meridional structure is similar to that obtained by Chang

(2001b) using wave packet regression.

The latitude–time section of the baroclinicity, measured by

f N−1|𝜕v∕𝜕z| (where N is the static stability and other symbols

are conventional), is also shown in Figure 8 (right panels).

We see that, as the storm passes, the baroclinicity weakens in

the north but strengthens in the south (Figure 8d). Vertically,

the largest northern weakening happens in the lower tropo-

sphere (Figure 8e), while the strongest southern strengthening

occurs at middle levels (Figure 8f).

There is a discrepancy between the evolution of the energy

transfers and that of the background flow. Figure 7 suggests

that the downscale transfer north of the cyclone is much

stronger than the upscale transfer south of the cyclone, while

Figure 8 shows that the jet/baroclinicity decrease north of

the cyclone is somewhat smaller than the one south of the

cyclone. How does this discrepancy occur? In fact, the energy

transfer is not the only factor that can cause a change in

the background field. In addition to the nonlinear interaction

process, many other energy processes (e.g., energy flux con-

vergences) are also involved, and these can redistribute the

energy in horizontal space (Papritz and Schemm, 2013; Riv-

ière et al., 2015). Figure 9 shows the mean distribution of the

horizontal KE flux convergence along the meridional direc-

tion. It can be seen that the convergence is strong on the

southern side of the storm centre and peaks near the jet centre.

Moreover, the convergence is mainly due to the zonal com-

ponent of the KE flux (Figure 9b). This indicates that, apart
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FIGURE 6 The vertical distributions of −Γ1→0
A and −Γ1→0

K (10−4 m2/s3)

averaged over the storm area

from the energy transfer, nonlocal processes also play a role

in the enhancement of the background flow in the southern

part of the storm.

8 DISCUSSION

In the above we have discussed the average results of all

the 2,189 storms, and overall the composite storm is located

on the northern side of the maximum background wind speed

(refer to Figures 2, 5, and 8). If we have a closer look at

these storms, however, there are in fact four types of relative

locations that can be classified.

In order to determine the relative location of a storm, we

sample the 300-hPa zonal wind in equal distance along the

meridian passing through the storm centre. We take the cen-

tre as the starting point (0◦) and sample the wind speed once

every 2.5◦ to the south and to the north, respectively. The

sampling range is from −20◦ (south) to 20◦ (north). Based

on the resulting meridional profile of the background zonal

wind, the relative location is then determined. We first calcu-

late the average meridional gradient of zonal wind north and

south of the storm centre, which here is simply represented

by the difference Δ = ui+1 − ui (the overbar stands for merid-

ional average). For convenience, the average gradients on the

southern side and the northern side are referred to as ΔS and

ΔN , respectively. IfΔS < 0 andΔN < 0, it means that the storm

centre is located on the northern side of the jet, and we call

this type of configuration Type 1; if ΔS > 0 and ΔN > 0, the

storm centre is located on the southern side of the jet, and we

call this configuration Type 2; if ΔS > 0 and ΔN < 0, the storm

is at the centre of the jet, and the configuration is classified

as Type 3; if ΔS < 0 and ΔN > 0, it means that there are two

jets, and the storm lies in between – we call this configuration

Type 4.

(a)

(b)

FIGURE 7 Vertically averaged latitude–time sections of the composite

Γ1→0
A (a; 10−4 m2/s3) and Γ1→0

K (b; 10−4 m2/s3). The contours show the

changes in magnitude relative to the initial state (at day −3), which are

calculated as A′ = |A|− |A*|, with A the original field and A* the field at day

−3. Negative contours are indicated with dashed lines (the zero contour is

omitted). The contour interval is 0.2× 10−4 m−2/s3. The thick grey curve in

(a) and (b) denotes the latitude where the 300-hPa background wind is

maximized (i.e., the jet axis). The corresponding distributions of the

standard deviation are given in Figure S7 in the Supporting Information

By the above classification it is found that there are 909

Type-1, 93 Type-2, 881 Type-3 and 299 Type-4 configura-

tions, plus 7 cases belonging to no type. The mean meridional

profiles of the background zonal wind corresponding to these

four configuration types are shown in Figure 10. It can be seen

that if only the configuration between the storm and the major

jet is considered, the Type-4 case is similar to the Type-1 case,

that is, the configuration with storms located on the north-

ern side of the major jet. The result is that Type-1 and Type-4

storms together account for 55.2% of the total 2,189 storms,

consistent with the previous observation that the storm track is

generally located on the poleward flank of the jet (e.g., Black-

mon et al., 1977; Chang et al., 2002). On the other hand, the

Type-3 storms are not located exactly at the centre of the jet,

but northward of it by 2.5◦. Despite being in a minority, 93

storms appear on the southern side of the jet. One may wonder

whether these four kinds of storms have different interaction

scenarios from each other. In the following, we discuss these

four storm types separately and compare and contrast them.

Figure 11 shows the distribution of the composite 500-hPa

geopotential anomalies for the four storm types. As expected,

the distributions of the Type-1 and Type-4 storms are similar
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(a)

(b)

(c)

(d)

(e)

(f)

FIGURE 8 Left panels: The same as Figure 7, but for the background wind speed (shaded, m/s) and its anomaly (contoured, with an interval of 0.25 m/s); (a)

shows the latitude–time section at 300 hPa; (b) and (c) show the pressure–time sections along the latitudes of 10◦ and −10◦, respectively. Negative contours

are indicated with dashed lines and the zero contour is in bold. The thick grey curve in (a) and (d) denotes the latitude of the maximum of the 300-hPa

background wind. Right panels: The same as the left panels, but for baroclinicity, that is, the Eady growth rate (shaded; in day−1) and its anomaly (contoured,

with an interval of 0.01 day−1). The corresponding distributions of the standard deviation are given in Figure S8 in the Supporting Information

since both of them are located on the northern flank of the

jet. Besides, their distributions (Figure 11a–c,j–l) are similar

to the general results as shown in Figure 2a,e,i, with a wide

trough in the background field (Figure 11b,k) and a dipole

in the synoptic field (Figure 11c,l). This is easy to under-

stand because these two types together account for the largest

proportion of the total storms. Although the Type-3 storm is

located near the jet centre, the distribution of its geopotential

anomalies (Figure 11g–i) is still similar to those of Type 1 and

Type 4. The obvious difference lies with the Type-2 storm.

There is a distinct anticyclonic circulation on the southern

side of the storm in the original field (Figure 11d), which is

not seen for the other three types. In addition, it can be found

that the propagation direction of the Type-2 storm is basi-

cally parallel to the isolines of the background geopotential

(Figure 11e), whereas that of the other three types intersects

the isolines and points to the left side.

The horizontal distributions of the vertically integrated

canonical transfers Γ0→1
A and Γ0→1

K are given in Figure 12.7

7Although there appears to be a significant difference between the horizontal

distributions of the Type-2 (Figure 12e) and Type-3 (Figure 12h) KE trans-

fers, the corresponding vertical profiles (Figure 12f,i) are almost identical.

It can be seen that the Type-1 (Figure 12a,b), Type-3

(Figure 12g,h) and Type-4 (Figure 12j,k) storms generally

bear the same structure, similar to the general results as shown

in Figure 4. For instance, Γ0→1
A shows a dipolar pattern, with

a strong positive centre in the north of the storm and a weak

negative centre in the south. Γ0→1
K also exhibits a dipolar dis-

tribution within the storm area, with a negative centre at the

front and a positive one in the rear (note that the positive

Γ0→1
K centre in the Type-4 storm is not obvious). In con-

trast, the Type-2 storm is quite different. Horizontally, Γ0→1
A

is mainly distributed in the northeast corner with small values

(Figure 12d), and there is no dipole pattern as observed in the

other three types. Γ0→1
K does not show the dipolar structure

We remark that this is only an optical illusion. We see that although the

upscale KE transfer centre of Type 2 (Figure 12e) is weaker than that of Type

3 (Figure 12h), the former has a larger scope than the latter. Besides, Type 3

has a strong downscale KE transfer in the northwest part (Figure 12 h), which

is lacking in Type 2 (Figure 12e). On the horizontal average, therefore, it is not

surprising to observe almost identical vertical profiles. A similar argument

applies to the APE transfer (i.e., Figure 12g,i,j,l). Although the downscale

APE transfer is much stronger in Type 3 than in Type 4, in Type 3 it is con-

fined to a more limited area. As a result, the horizontal mean of Type 3 is

only slightly larger than that of Type 4.
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FIGURE 9 (a) Mean distributions of the horizontal kinetic energy flux convergence (in black; 10−4 m2/s3) and the 300-hPa wind speed (in grey; m/s) versus

y; (b) the same as (a), but for the x- and y-components of the kinetic energy flux convergence
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FIGURE 10 The four types of zonal wind profiles. (a) Type-1: The storm is on the northern side of the jet; (b) Type-2: The storm is on the southern side of

the jet; (c) Type-3: The storm is at the jet centre; and (d) Type-4: The storm is located between two jets. The black dots indicate the meridional location of the

storm centre for each type. The error bars represent the uncertainties of the mean at the 5% significance level

either (Figure 12e); it is negative throughout the domain, with

two minima around the storm centre.

Also presented in Figure 12 are the average vertical

distributions of Γ0→1
A and Γ0→1

K . The Type-1 (Figure 12c),

Type-3 (Figure 12i) and Type-4 (Figure 12l) storms have

the largest amplitude of Γ0→1
A (Γ0→1

K ) at middle (high) levels,

similar to the general results previously revealed in Figure 4c.

For the Type-2 storm, its Γ0→1
K profile is also similar, but its
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FIGURE 11 The same as Figure 2a,e,i, but for the Type-1 (a–c), Type-2 (d–f), Type-3 (g–i) and Type-4 (j–l) storms, respectively. The corresponding

distributions of the standard deviations are displayed in Figure S9 in the Supporting Information

TABLE 1 The average Γ0→1
A and Γ0→1

K for the four storm

types and the corresponding absolute ratio |Γ0→1
A ∕Γ0→1

K |
Type-1 Type-2 Type-3 Type-4

Γ0→1
A (10−4 m2/s3) 5.3 1.5 3.7 3.5

Γ0→1
K (10−4 m2/s3) −1.9 −2.1 −2.1 −1.7

|Γ0→1
A ∕Γ0→1

K | 2.7 0.7 1.8 2.0

Γ0→1
A profile is quite different. Although it is still positive

throughout most of the troposphere, it is quite weak; refer to

Table 1 for a quantitative comparison.

Figure 13 gives the distributions of Γ1→0
A and Γ1→0

K over the

meridional section through the storm centre. For Γ1→0
A , there

is always an active centre on the northern side of the Type-1

(Figure 13a), Type-3 (Figure 13g) and Type-4 (Figure 13j)

storms (as well as the jets), which is lacking in the Type-2

storm (Figure 13d). For Γ1→0
K , its centre generally coincides

with the jet stream. In addition, Γ1→0
K seems to be enhanced

in the southern part of the storm. For instance, the Γ1→0
K

maximum always occurs there, although the jet is sometimes

located in the north (see Figure 13e). Vertically, the distri-

butions of Γ1→0
A and Γ1→0

K (Figure 13c,f,i,l) are basically the

same as the mean-to-eddy counterparts (Figure 12c,f,i,l), but

with the opposite sign.

An interesting result of the above analysis is the difference

in the downscale canonical transfers of APE (see Table 1 and

Figure 13). One can see that, although the Type-1 storm is

located far from the jet, its downscale APE transfer is stronger

than that of the Type-3 storm, which is near the jet core.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

FIGURE 12 The same as Figure 4, but for the Type-1 (a–c), Type-2 (d–f), Type-3 (g–i) and Type-4 (j–l) storms, respectively. Left panels: Γ0→1
A ; middle

panels: Γ0→1
K ; right panels: Vertical distributions of Γ0→1

A and Γ0→1
K . The corresponding distributions of the standard deviations are given in Figure S10 in the

Supporting Information

This result seems to contradict the traditional linear baro-

clinic instability theory (Eady, 1949; Lindzen and Farrell,

1980), which predicts a stronger baroclinic instability given

a relatively stronger zonal wind. Indeed, this kind of counter-

intuitive phenomenon is not unusual; similar cases have long

been discovered. One example is the midwinter minimum

(MWM) of the Pacific storm-track strength. It has been found

that the Pacific storm track is weaker in midwinter (when the

Pacific jet stream is strongest) than in late autumn and early

spring, in sharp contrast to what one would expect (Naka-

mura, 1992). Another example is the inverse relationship

between the wintertime Pacific storm-track intensity and the

jet-core strength. Previous studies have shown that in boreal

winters when the Pacific jet is extremely strong, the Pacific
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(d) (e) (f)

(g) (h) (i)
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FIGURE 13 The same as Figures 5 and 6, but for the Type-1 (a–c), Type-2 (d–f), Type-3 (g–i) and Type-4 (j–l) storms, respectively. Left panels: Γ1→0
A ;

middle panels: Γ1→0
K ; right panels: Vertical distributions of Γ0→1

A and Γ0→1
K . The corresponding distributions of the standard deviations are given in Figure S11

in the Supporting Information

storm track is, however, unexpectedly weak (e.g., Chang,

2001a, 2001b; Penny et al., 2013; Zhao and Liang, 2018).

Recently, a similar situation has also been found to exist in the

East Asia region. Zhao et al. (2018) observed that in East Asia

the southern storms (south of ∼41◦N) mostly occur at the jet

core, whereas the northern storms (north of ∼41◦N) are gen-

erated to the far north of the jet core; however, the downscale

APE transfer in the former is found to be weaker than that

of the latter (refer to figs. 6 and 9 in Zhao et al. [2018]). So

far, there has been no agreement on what determines these

counterintuitive phenomena. One possible reason is that the

canonical APE transfer is likely to be more closely associated

with the sea surface temperature front at midlatitudes than

with the jet stream to the south (e.g., Brayshaw et al., 2008),

but it will require many more studies before a conclusion can

be drawn on this.
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(a) (b)

(c) (d)
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(g) (h)
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FIGURE 14 The same as Figure 7a,b, but for the Type-1 (a, b), Type-2 (c, d), Type-3 (e, f) and Type-4 (g, h) storms. Left panels: Γ1→0
A ; right panels: Γ1→0

K .

The thick grey curve denotes the latitude of the maximum of the 300-hPa background wind. The corresponding distributions of the standard deviations are

given in Figure S12 in the Supporting Information

The time evolution of the vertically averaged Γ1→0
A and

Γ1→0
K is given in Figure 14. Generally, the evolutions of

Type 1, Type 3 and Type 4 are similar, with Γ1→0
A (Γ1→0

K )

strengthened in the north (south) of the storm and weakened

in the south (north). In contrast, Type 2 is different. Its Γ1→0
A

is strengthened near the storm centre and is weakened in the

south and north (Figure 14c), whereas Γ1→0
K changes in the

opposite direction (Figure 14d).

To show the response of the background wind, displayed

in Figure 15 is the time evolution of the background wind

speed at the lower and upper tropospheric levels. Under the

influence of the storm (of any type), the background wind

speed is weakened in the north of the storm and strength-

ened in the south, showing an anomalous dipolar distribution.

Besides, the background wind response basically shows an

equivalent barotropic structure in the vertical direction, and

the response is most prominent at upper levels. It is worth

noting that the Type-1, Type-3 and Type-4 storms are located

near and to the north of the jet centre, thus accelerating the jet,

whereas the Type-2 storm is located on the south side of the

jet centre, weakening the jet. In addition, the wind response

to the Type-2 storm is more complex than for the other three

types (see Figure 15c,d). In general, the response of the back-

ground wind speed is consistent with that of the canonical

transfers, except for Type 2, implying that other processes may

also play a role for this storm type (refer to Section 7).

To summarize, all the four storm types basically exhibit

a north–south asymmetry in the interaction with the
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIGURE 15 The same as Figure 8a, but for the Type-1 (a, b), Type-2 (c, d), Type-3 (e, f) and Type-4 (g, h) storms. Left panels: 850 hPa; right panels:

300 hPa. The thick grey curve denotes the latitude of the maximum of the 300-hPa background wind. The corresponding distributions of the standard

deviations are given in Figure S13 in the Supporting Information

background flow, especially when the storm appears near or to

the north of the jet centre. When the storm lies to the south of

the jet, the baroclinic canonical transfer turns out to be weak

and its overall transfer is also weakened, quite differently from

the other three types. The response of the background wind

field to the four storm types generally exhibits a north–south

oriented dipolar distribution, with a positive anomaly in the

south and a negative anomaly in the north. The Type-1,

Type-3 and Type-4 storms strengthen the jet stream,8 whereas

the Type-2 storm weakens it.

8For the Type-4 storm, the strengthening of the background wind at upper

level happens on the northern flank of the jet.

In short, the interaction and background wind response for

the Type-1, Type-3 and Type-4 storms are essentially similar

to what has been obtained previously with all the storms con-

sidered together. The discrepancy is with the Type-2 storm.

However, it should be noted here that the sample for this type

is too small (with only 93 members). Its contribution is thus

relatively limited and, besides, the reliability of the result also

needs to be further verified.

9 CONCLUSIONS

Using a recently developed methodology, namely the multi-

scale window tansform (MWT) and the MWT-based local-

ized multiscale energetics analysis and vorticity analysis
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(a) (b)

FIGURE 16 Schematic of the typical eddy feedback in the North Pacific storm track: (a) the bacroclinic processes, and (b) the barotropic processes. Solid

and dashed contours denote the jet and the synoptic eddy, respectively. The dark shaded areas represent the canonical energy transfer centres, and the light

shaded areas are those with a change in baroclinicity. The arrow in (a) indicates the shrinking of the jet, and the plus sign in (b) indicates the jet acceleration

(MS-EVA), as well as an eddy tracking and compositing

technique, this study investigates the general structure of the

nonlinear interaction between the individual synoptic eddies

and the jet stream over the North Pacific storm track, based

on the ERA-40 reanalysis data from ECWMF.

It is found that in the North Pacific storm track more than

50% of the storms (Type 1 and Type 4) happen on the northern

flank of the jet, about 40% are near the jet centre, and very few

occur south of the jet (less than 5%). For the latter, the baro-

clinic canonical transfer is rather weak. For the former types

of storms (near or to the north of the jet centre), their interac-

tion with the background flow is asymmetric in space. Specif-

ically, the storms in the north experience a strong downscale

canonical transfer of APE, which weakens the baroclinicity

and the background wind (Figure 16a, baroclinic process),

while in the south a strong upscale canonical transfer of KE

happens at the jet core which accelerates the jet and enhances

the baroclinicity (Figure 16b, barotropic process). The resul-

tant effect is that the jet strengthens but narrows, resulting

in an anomalous dipolar pattern in the background wind and

baroclinicity field. (Note that the response of the jet may also

be partially due to other processes such as large-scale energy

fluxes.) On average, the local interaction begins about 3 days

before a storm arrives at the site of observation, achieves its

maximum as the storm arrives and then weakens.

In this study, the eddy–mean flow interaction has been

investigated within the whole north Pacific storm track

throughout the entirety of the cold season (October–April)

without considering the spatio-temporal variability, which is

worth further investigation. As we know, the strength and

latitudinal location of the jet change remarkably with time

throughout the year (e.g., the jet is strong and located more

equatorward in winter while it is weak and located more

poleward in summer). Changes in the jet’s strength and lati-

tudinal location may lead to different eddy–mean flow inter-

actions (Nakamura, 1992; Chang, 2001a; Harnik and Chang,

2004; Penny et al., 2013; Zhao and Liang, 2018). Besides,

the eddy–mean flow interaction in the Atlantic sector may

have a different scenario, which is certainly worth investi-

gating. Previous studies have shown that the Pacific jet is

more subtropical (Lee and Kim, 2003), whereas the Atlantic

jet is largely eddy driven (Woollings et al., 2010). Both the

Atlantic jet and the storm track are more southwest–northeast

oriented than their counterparts over the Pacific. Moreover,

it has been shown (Woollings et al., 2010; Franzke et al.,
2011; Novak et al., 2015) that the wintertime North Atlantic

jet exhibits significant latitudinal variability, with evidence

of three preferred latitudinal locations: south, middle and

north. The corresponding storm-track characteristics may

be quite different, suggesting a potentially more complex

eddy–mean flow interaction pattern in the Atlantic sector.

We will explore these problems as the next step in our

studies.
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APPENDIX: A BRIEF INTRODUCTION OF THE
MULTISCALE WINDOW TRANSFORM, CANONICAL

TRANSFER, AND THE LOCAL LORENZ CYCLE

In this appendix, we present the mathematical formu-

las required for the analysis. A detailed introduction of the

methodologies is beyond scope here; for that we refer readers

to Liang (2016) and Liang and Anderson (2007). In Xu and

Liang (2017), there is a brief comparison with the traditional

energetics in the Reynolds framework.

Multiscale window transform

As is well known, multiscale energetics formulated with the

time mean (resp., zonal mean) do not have information

on time (resp., longitude). These formalisms, or Reynolds

decomposition-based formalisms as they are known, cannot

be used to study the energy burst processes which are gener-

ally localized in space and time. During past decades, it was

common practice to use filtering to replace the time-averaging

in these formalisms. For example, application of a low-pass

filter to a velocity field u(t) yields a slowly varying u(t), and

a high-pass filter to it gives a fast-varying eddy part u′(t):
u(t) = u(t) + u′(t). Now time dependence is retained in both

fields, and thus seemingly the local information is retained.

This entails a very basic physical question: What are the mean

energy and the eddy energy with this decomposition? When

u is time invariant, this is a Reynolds decomposition, and we

know that the eddy energy is [u′(t)]2. Now if u is time varying,

what is the eddy energy then? During the past two or three

decades, a common practice in the literature was to simply

take it as [u′(t)]2. This corresponds, in the Reynolds decompo-

sition case, to a relieving of the time mean in the eddy energy

[u′(t)]2.

This is unfortunately conceptually incorrect. To illustrate

this, consider a very simple example which has a Fourier

expansion

u(t) = u(t) + u′(t) = [a0 cos𝜔0t] + [a1 cos𝜔1t], 𝜔1 > 𝜔0,

with subscripts 0 and 1 representing the slow and fast pro-

cesses, respectively. Now what are the energies for these

processes? In this simple case we know that they should be a2
0

and a2
1
, respectively. That is to say that multiscale energy is a

concept in phase space; here they are functions of the Fourier

coefficients (a0, a1). By the common practice using filters as

shown above, however, the energies would simply be taken as

[u(t)]2 = [a0 cos𝜔0t]2 and [u′(t)]2 = [a1 cos𝜔1t]2,

which are functions of the reconstructions or filtered parts in

physical space!

So the common practice employed during the past decades

is conceptually incorrect. Multiscale energy is a concept in

phase space; it is related to its physical space counterpart

through the famous Parseval equality. Mathematically, it is the

square of the norm of a field variable, or, alternatively, the

Fourier transform of an autocorrelation function (e.g., Batch-

elor, 1953). In the above example, when 𝜔0 = 0, it is easy to

prove that a1
2 = [u′(t)]2, just as for the case with the Reynolds

decomposition. From this example one also sees that the time

mean in the classical Reynolds formalism is essential; it can-
not be removed to feign the gain of the time variability. In

fact, it is by no means a trivial task to have the local energy

of a time-dependent filtered field faithfully represented; it is

a rather profound problem. This was not even made possi-

ble until filter banks and wavelets were connected (Strang

and Nguyen, 1996), and was only systematically addressed

by Liang and Anderson (2007) in the development of the

multiscale window transform (MWT).

The MWT is a tool that helps to decompose a function

space into a direct sum of orthogonal subspaces, each with

an exclusive range of scales (represented by wavelet scale

levels), while having the local information retained. Such a

subspace is termed a scale window, or simply a window.

The MWT can be viewed as a generalization of the classi-

cal Reynolds decomposition; it was originally developed for

representing energies (and any quadratic quantities) on the

resulting scale windows, in order to make the analysis of

multiscale energetics possible. Liang and Anderson (2007)

found that, for some specially constructed orthogonal9 filters,

there exists a transfer–reconstruction pair, namely MWT and

its counterpart multiscale window reconstruction (MWR). In

some sense MWR functions just like a filter in the tradi-

tional sense. What makes it different is that, for each MWR,

there exists an MWT that gives coefficients which can be

used to represent the energy of the filtered series. In this way

multiscale energetics analysis is made possible.

In MWT, a scale window is demarcated by two scale lev-

els, or window bounds. For a time series with a duration 𝜏, a

scale level j corresponds to a period 2−j𝜏. In the M-window

case, the windows are bounded above by M+ 1 scale levels:

j0, j1, … , jM . Alternatively, 2−j0𝜏, 2−j1𝜏, … , 2−jM𝜏 are the

time-scale bounds. For convenience, we will denote them by

𝜛 = 0, 1, … , M, respectively.

9Note here that orthogonality is crucial, otherwise Parseval’s relation does

not hold and the energy cannot even be defined.
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Now suppose that {𝜙j
n(t)}n is an orthonormal translational

invariant scaling sequence (built from cubic splines; see Liang

and Anderson [2007] and Figure 1 in Liang [2016]), with j
some wavelet scale level and n the time step. Let T(t) be some

square integrable function defined on [0,1] (if not, the domain

can always be rescaled to [0,1]). It has been shown (Liang

and Anderson, 2007) that all such functions can be practically

represented using {𝜙j
n(t)}n as a basis. In doing so, there is a

scaling transform

T̂ j
n = ∫

1

0

T(t)𝜙j
n(t)𝑑𝑡

for any scale level j (corresponding to frequency 2j). Given

the window bounds j0, j1 for a two-window decomposition, T
then can be reconstructed on the windows formed above:

T∼0(t) =
2j0−1∑
n=0

T̂ j0
n 𝜙

j0
n (t),

T∼1(t) =
2j1−1∑
n=0

T̂ j1
n 𝜙

j1
n (t) − T∼0(t),

with the notation ∼0, ∼1 signifying the corresponding scale

windows. With these reconstructions (multiscale window

reconstructions, i.e., MWR), the MWT of T is defined as

T̂∼𝜛
n = ∫

1

0

T∼𝜛(t)𝜙j1
n (t)𝑑𝑡

for windows 𝜛 = 0, 1, n= 0, 1, … , N and N = 2j1 − 1. In

terms of T̂∼𝜛 the above reconstructions on the two windows

can be written in a unified way:

T∼𝜛(t) =
2j1−1∑
n=0

T̂∼𝜛
n 𝜙

j1
n (t).

These two equations make a transform–reconstruction

pair for the MWT. Note that the T∼𝜛(t) are just like the

low-/high-pass filtered quantities defined in physical space,

while the transform coefficients T̂∼𝜛
n (just like the Fourier

coefficients) can be used to represent multiscale energy – it

has been rigorously proved that the energy on scale 𝜛 is pre-

cisely equal to the square of the MWT coefficients (up to

some constant multiplier). Note that it is by no means as trivial

as [T∼𝜛(t)]2, which has frequently been seen in the literature.

Multiscale energetics and the local Lorenz cycle

Following Liang (2016), consider the primitive equations in

an isobaric coordinate frame:

𝜕vh

𝜕t
+ vh ⋅𝛻hvh +𝜔

𝜕vh

𝜕p
+ f k× vh =−𝛻hΦ + F , (A1)

𝜕Φ
𝜕p

= −𝛼, (A2)

𝛻h⋅vh +
𝜕𝜔

𝜕p
= 0, (A3)

𝜕T
𝜕t

+vh ⋅𝛻hT+𝜔
𝜕T
𝜕p

+𝜔𝛼
L − Ld

g
+𝜔𝛼

L − Ld

g
=

q̇𝑛𝑒𝑡

cp
, (A4)

𝑝𝛼 = 𝑅𝑇 , (A5)

where L is the lapse rate and Ld is the lapse rate for dry air, the

subscript h stands for horizontal direction and the overbar rep-

resents the mean over time and over the isobaric plane. Other

notation is conventional. Note here that Φ (geopotential) and

𝛼 (specific volume) are anomalies; their time-averages have

been pre-subtracted.

With MWT, the APE and KE densities on window 𝜛 at

location n can be defined, following Lorenz (1955), as

A𝜛 = 1

2
c(T̂∼𝜛)2, (A6)

K𝜛 = 1

2
v̂∼𝜛

h
⋅ v̂∼𝜛

h
. (A7)

Note here that the subscript n has been suppressed for

clarity, the same as below. From Equations A1–A5 the evolu-

tionary equations for A𝜛 and K𝜛 for windows 𝜛 (=0, 1, … )

can be obtained; they are Equations 1 and 2, which we rewrite

as follows:

𝜕A𝜛

𝜕t
+ 𝛻 ⋅ Q𝜛

A = Γ𝜛
A − b𝜛 + S𝜛

A + F𝜛
A , (A8)

𝜕K𝜛

𝜕t
+ 𝛻 ⋅ Q𝜛

K = Γ𝜛
K − 𝛻 ⋅ Q𝜛

P + b𝜛 + F𝜛
K . (A9)

The physical explanations and mathematical expressions

for these terms are listed in Table A1.

Among the terms in Table A1 are Γ𝜛
A and Γ𝜛

K , which repre-

sent the transfers of APE and KE between the scale windows

and hence make the processes that we are most interested in

for this study. For a scalar field T (which may be any scalar

field or component of a vector field, not necessarily tempera-

ture) in a flow v, the energy transfer from the other scale win-

dows to window 𝜛 is (see Liang [2016] for a rigorous proof)

Γ𝜛
n = −E𝜛

n 𝛻 ⋅ v𝜛
T
= 1

2
[(̂vT)

∼𝜛
n ⋅ 𝛻T̂∼𝜛

n − T̂∼𝜛
n 𝛻 ⋅ (̂vT)

∼𝜛
n ],
(A10)

where E𝜛 = 1

2
(T̂∼𝜛)2 is the energy of window𝜛.10 The other

symbol,

v𝜛
T
=

(̂Tv)
∼𝜛
n

T̂∼𝜛
n

, (A11)

is referred to as the T-coupled velocity, which can be under-

stood as the weighted average of v in the phase space of MWT.

With this, the transfer of APE and KE can be easily obtained.

For example,

Γ𝜛
K
= −1

2
[(û∼𝜛)2𝛻 ⋅ v𝜛

u + (̂v∼𝜛)2𝛻 ⋅ v𝜛
v ], (A12)

which can be proved to be that in Table A1.

The so-obtained transfer possesses a very interesting

property, namely ∑
𝜛

∑
n
Γ𝜛

n = 0, (A13)

10When required, a constant should be multiplied on both sides. For example,

if T is temperature, then E𝜛 and Γ𝜛 should both be multiplied by c to make

APE and APE transfer.
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TABLE A1 The energetic terms in Equations A8 and A9. The colon operator (:) in Γ𝜛
K and Γ𝜛

A is
defined such that, for two dyadic products AB and CD, (AB) : (CD)= (A ⋅C)(B ⋅D). If the total
energetics (in W) are to be computed, the resulting integrals with respect to (x, y, p) should be divided
by g. Besides, all terms are to be multiplied by 2j1 , which is omitted for notational simplicity

Symbol Mathematical expression Physical interpretation

K𝜛 1

2
v̂∼𝜛

h ⋅ v̂∼𝜛
h KE on scale window 𝜛

Q𝜛
K

1

2
(̂vvh)

∼𝜛
⋅ v̂∼𝜛

h Flux of KE on window 𝜛

Γ𝜛
K

1

2
[(̂vvh)

∼𝜛
∶ 𝛻v̂∼𝜛

h − 𝛻 ⋅ (̂vvh)
∼𝜛

⋅ v̂∼𝜛
h ] Canonical transfer of KE to window 𝜛

Q𝜛
P v̂∼𝜛Φ̂∼𝜛 Geopotential flux

b𝜛 –�̂�∼𝜛𝛼∼𝜛 Buoyancy conversion

A𝜛 1

2
c(T̂∼𝜛 )2, c = g

T(g∕Cp−L)
APE on scale window 𝜛

Q𝜛
A

1

2
cT̂∼𝜛 (̂vT)

∼𝜛
Flux of APE on window 𝜛

Γ𝜛
A

c
2
[(̂vT)

∼𝜛
⋅ 𝛻T̂∼𝜛 − T̂∼𝜛𝛻 ⋅ (̂vT)

∼𝜛
] Canonical transfer of APE to window 𝜛

S𝜛
A

1

2
T̂∼𝜛 (̂𝜔T)

∼𝜛 𝜕c
𝜕p

+ 1

T
𝜔𝛼

∼𝜛
Apparent source/sink (usually negligible)

as first proposed in Liang and Robinson (2005) and later

proved in Liang (2016). Physically, this implies that the

transfer is a mere redistribution of energy among the scale

windows, without generating or destroying the energy as a

whole. This property, although simple to state, does not hold

in previous time decomposition-based or Lorenz-type ener-

getics formalisms (refer to Liang and Robinson [2007] for a

clear comparison to the classical formalism). To distinguish it

from those that may have been encountered in the literature,

it is termed the canonical transfer.

As shown in Liang (2016), a canonical transfer has a Lie
bracket form; it satisfies the Jacobian identity, reminiscent

of the Poisson bracket in Hamiltonian mechanics. It also

satisfies a detailed balance relation, which usually results

from Saltzman-type or space decomposition-based energetics

formalisms (Liang and Robinson, 2005).

So, for an ideal fluid, the energetic processes represented in

Equations A8 and A9 are all conservative. In other words, a

local Lorenz cycle in the absence of dissipation and diffusion

is composed of the following three types of processes:

• Transports: redistributing energy in space (vanishing if

integrated over a closed domain);

• Canonical transfers: redistributing energy among scale

windows (vanishing if summarized over scale windows

and locations);

• Buoyancy conversion: redistributing energy between APE

and KE.

Figure A1 schematizes these processes for a two-window

decomposition. Note here that the arrows connecting K0(A0)

and K1(A1) are the quantities that are difficult to diagnose

with traditional methods.

Note that a canonical transfer may involve contributions

from essentially all scale windows; it is necessary to dif-

ferentiate them. Consider, for example, window 𝜛 = 1. The

energy transferred to the window can be from window 0

FIGURE A1 The local Lorenz cycle for a two-window decomposition (the

scale windows are denoted in the superscripts as 0 and 1, respectively). For

clarity, transports and dissipative/diffusive processes are not shown.

[Colour figure can be viewed at wileyonlinelibrary.com].

and from itself 𝜛 = 1. Since all canonical transfers are linear

combinations of terms in a triple product form,

Γ1
n = ̂∼1

n (̂𝑝𝑞)
∼1

n ,

it suffices to consider Γ1
n. From Liang (2016), it is

Γ1
n = ̂∼1

n [(p̂∼0q∼0)∼1
n + (p̂∼0q∼1)∼1

n + (p̂∼1q∼0)∼1
n ]

+ ̂∼1
n (p̂∼1q∼1)∼1

n ,

where the first part on the right-hand side is the canonical

energy transfer from window 0 to window 1; write it as Γ0→ 1.

The second part, denoted by Γ1→ 1, is the canonical energy

transfer to itself, which is usually very small. Γ0→ 1 is of par-

ticular importance in that it is usually related to the instability

in geophysical fluid dynamics; in particular, Γ0→1
A and Γ0→1

K
are usually related to the baroclinic instability and barotropic

instability of the mean flow. For this reason, in the text some-

timesΓ0→1
A andΓ0→1

K are referred to as the baroclinic canonical

transfer and the barotropic canonical transfer, respectively.
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